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Abstract

The vast majority of models predicting visual attention are
not designed to take observer-specific information into ac-
count. However, some models that use these features could
be useful in predicting personalized attention, what can
provide space for categorizing observers based on their vi-
sual attention properties. We introduce two variants of per-
sonalized models built upon the generalized model of Con-
volutional Neural Network (CNN). Predictions of these
two personalized variants were evaluated and compared
with the predictions of the generalized model. Our obser-
vations indicate that better results were produced by the
model predicting personalized saliency maps for a partic-
ular observer.

Keywords: visual attention, saliency, personalized visual
attention modelling

1 Introduction

In recent decades, much attention in the field of computer
vision has been paid to examination of the human visual
attention, especially in defining the generalized concepts
of human visual attention and modelling it. Those mod-
els are beneficial in capturing common patterns in visual
attention across all the individuals but lack identifying the
individual variations specific for each subject.

Apart from bottom-up and top-down factors, there are
also individual factors, which can influence the selection
of visual stimuli of a given observer. For instance, the hu-
man eye movements are found to be idiosyncratic, which
means they are more consistent within an individual than
between individuals [1]. Other heterogeneous factors in
human visual perception that can be considered are iden-
tity, age, and the sensitivity to distracting stimuli [11].

Models predicting personalized visual attention can take
these factors into account in various ways. Unlike the
models that predict generalized visual attention, person-
alized models of visual attention address the problem of
visual attention prediction for a particular observer with
their specifics included in the process of prediction per-
sonalized saliency maps.
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The topic of personalized visual attention emerged in a
period when methods of deep learning demonstrated the
best results in similar topic of generalized visual attention.
Inspired by this, researchers designing personalized visual
attention models have chosen the path of deep learning and
neural networks. For instance, convolutional neural net-
works are used as a traditional approach in the prediction
of personalized saliency maps.

Many convolutional networks use already trained lay-
ers from other networks, which were trained on similar
tasks. In practice, it means adopting the weights of partic-
ular layers or whole network to be part of a network that
will be re-trained on a similar task [15]. This concept is
also called transfer learning.

In this study, our goal is to develop personalized mod-
els predicting personalized saliency maps for a given ob-
server and show that these models can achieve better re-
sults, compared to predictions for a given observer made
by a generalized model. In Section 2, we review the
most successful existing approaches in the prediction task
of personalized saliency maps. In Section 3, we de-
scribe the proposed approach in the prediction of personal-
ized saliency maps using the concept of transfer learning.
Based on that, we provide a discussion on gained results in
Section 4, which allow us to use this concept in application
area (as stated in Section 6).

2 Related Work

An example of partial transfer learning can be found in
the work of Li and Chen [11], where the authors used
pre-trained convolutional and inception layers from net-
works VGG-16 [16] and GoogLeNet [17]. These layers
were used to extract deep features representing global in-
formation. They also employed robust multi-task learning
(RMTL) framework [6] designed to incorporate the indi-
viduality features to predict the outlying values of those
individuals who were not related to the majority in view-
ing behaviour.

Also, Xu et al. [19] developed a multi-task framework
with CNN for personalized saliency prediction for mul-
tiple subjects. Using four shared convolutional layers,
the multi-task section treats the prediction of personal-
ized saliency maps for different subjects as separate tasks.
Moreover, Xu et al. [19] proposed another approach in the
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personalized saliency map prediction when their network
consisted of seven convolutional layers while the output of
the fourth convolutional layer was convolved with person-
specific information encoded into filters.

Lin and Hui [12] predicted the personalized saliency
maps with a developed two-stream convolutional network.
One stream predicts saliency for the input image with
the use of VGG-16 [16] without the last fully-connected
layer, which was used as a multi-scale feature extractor.
Also, the outputs from the customized layers of Single
Shot multi-box Detector (SSD) [13] are concatenated with
multi-scale features from the adopted VGG-16 model in
the process of saliency detection. The SSD module was
also used in the second stream with the responsibility for
the training of subject preference vectors. In creating the
personalized saliency map, outputs of both streams were
merged, blurred by Gaussian filter, and center saliency
prior was added.

Yu and Clark [20] developed the Generative Adversar-
ial Networks (GAN) combining the advantages of Condi-
tional GAN [14] and StackGAN [21]. The network con-
sists of a generator, which tries to predict the personalized
saliency map for a given subject with the specific infor-
mation encoded (user-specific information were two bi-
nary classes of age and language group) and the discrim-
inator which has to distinguish between the real person-
alized saliency map (ground-truth personalized saliency
map) from a fake personalized saliency map (predicted
personalized saliency map).

3 Proposed Method

In order to predict personalized visual attention as a pre-
diction task of personalized saliency maps for a particular
user, we introduce our proposed method in the modelling
personalized visual attention with a machine learning ap-
proach, specifically with deep neural networks. Based on
results from generalized saliency benchmarks [4] [9], we
observe that models of deep neural networks achieve far
better results than classical models with hand-crafted fea-
tures. Deep neural networks can extract features from im-
age data in multiple scales and with numerous tunable pa-
rameters in their layers, which helps to secure the general-
izability of these models [2].

With these facts in mind, we need to choose datasets
suitable for these tasks, corresponding architecture, and
also to specify reasonable methodology of training. We
decided to reuse the existing model of Convolutional Neu-
ral Network developed by Kroner et al. [8], that predicts
generalized saliency maps and with the usage of trans-
fer learning re-train this model to predict personalized
saliency maps for each participant as a separate task.

With this proposed method, our ultimate goal is to
achieve better results with our predicted personalized
saliency maps against ground-truth personalized saliency
maps for every participant than with predicted generalized

saliency maps. Using popular saliency metrics [5], we
compare the model predicting generalized saliency maps
with each model predicting personalized saliency maps for
a given participant.

3.1 Used Datasets

In our experiment, we choose two datasets for the predic-
tion of generalized saliency maps and one dataset for the
prediction of personalized saliency maps for a particular
subject. The chosen datasets are:

1. SALICON dataset [7]

2. CAT2000 dataset [3]

3. Personalized Saliency Dataset (PSD) [19]

SALICON dataset [7], is used in the initial phase of the
training of a model, which predicts generalized saliency
maps. Despite the disadvantages of the mouse-tracking
data collection (lower inter-participant congruency or less
accurate ground-truth generalized saliency maps com-
pared with the eye-tracking data and ground-truth gener-
alized saliency maps created from these data [18]), these
data can be used in the training process of generalized
saliency models, which can lead to slightly worse re-
sults when compared to models trained on eye-tracking
data [18]. Nevertheless, this dataset contains 15000 train-
ing samples and belongs to the largest datasets in the field.
Even if the mouse-tracking data cannot fully replace stan-
dard eye-tracking data, they can serve as a coarse estima-
tion of eye movements in a generalized saliency prediction
task. Since we want to preserve the original training pro-
cedure as the authors of the re-used model that predicted
generalized saliency maps [8] we use this dataset in the
initial training step of the generalized model.

CAT2000 dataset [3], is used in the re-training phase
after the model predicting generalized saliency maps was
initially trained on the SALICON dataset. We choose the
CAT2000 dataset because it is frequently used in the task
of generalized saliency maps prediction and is part of both
generalized saliency benchmarks [4] [9]. Moreover, it con-
tains a sufficient number of input stimuli (4000) separated
into 20 different categories. As these data were collected
from standard eye-trackers, they provide a decent oppor-
tunity to fine-tune this re-used model on standard eye-
tracking data.

Personalized Saliency Dataset (PSD) [19], is used in
another re-training of a fine-tuned model that can predict
generalized saliency maps. In order to predict the person-
alized saliency maps of a given subject using Convolu-
tional Neural Network, we need enough eye-tracking data
for each participant. The PSD dataset contains 1600 per-
sonalized saliency maps for each of 30 subjects collected
from standard eye-trackers. The majority of input stimuli
from the PSD dataset [19] contains multiple objects cap-
tured in different environments, which can contribute to
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the detection of personalized aspects of visual attention of
particular subjects. To our knowledge, there is no larger
dataset in the context of the number of subjects and the
number of ground-truth personalized saliency maps per
participant. This leads us to the decision that this dataset
is our first choice in personalized saliency modelling.

3.2 Proposed Model

We address the problem of personalized visual attention
prediction as supervised learning based on Convolutional
Neural Network (CNN) and transfer learning. In addi-
tion, all the models which predict personalized saliency
maps mentioned in Section 2 used deep learning concepts
in their solutions with notable results.

At first, we train the CNN on a generalized visual at-
tention prediction task, represented as a prediction of the
generalized saliency map. After fine-tuning, this general-
ized CNN model serves as a base for a personalized vi-
sual attention prediction task, represented as a prediction
of a personalized saliency map for a particular subject. For
each participant, we re-train fine-tuned generalized CNN
model to be able to predict personalized saliency maps for
a given participant. For this purpose, we experiment with
two variations of input:

1. Input image with generalized saliency map (depicted
in Fig. 1)

2. Input image only (same architecture as in Fig. 1, but
only RGB image is taken as input)

In the first variant, we decide to predict personalized
saliency maps with the prediction of a generalized saliency
map for a given image, because we consider a general-
ized saliency map as a rough estimation of a personalized
saliency map. This idea was presented in the work of Xu
et al. [19] and might be helpful in the process of predic-
tion of personalized saliency map using our method. In
the second variant without a generalized saliency map
in the input, we want to observe how much a generalized
saliency map affects the process of a prediction personal-
ized saliency map for each participant. Finally, we want to
compare both variants of input with respect to each partic-
ipant.

However, if we want to predict personalized saliency
maps for a new participant not included in the training
personalized dataset, we have to collect the eye-tracking
data when hundreds of stimuli were first viewed. Then
we can preprocess these data to get continuous ground-
truth and valid binary fixations maps containing the partic-
ipant’s fixation locations. Finally, we can advance to the
step of re-training model predicting generalized saliency
maps, to predict personalized saliency maps for the new
participant. This process itself is very time and resource-
consuming, which leads to a search for alternatives in such
a use case.

Architecture

We used the design and implementation of the encoder-
decoder Convolutional Neural Network from Kroner et.
al [8]. On one hand, we chose this model because it
achieves competitive results in both generalized saliency
benchmarks [4] [9] on multiple metrics. Moreover, the
model employs convolutional layers from VGG-16 [16]
trained on object and scene classification datasets which
serve as a feature extractor. The network itself is compu-
tationally efficient in comparison to other well-performing
models and can be trained in limited conditions. Addition-
ally, the authors [8] designed the architecture of the model
to work with ”multi-scale information and global context
based on semantic feature representations” [8] providing
significantly better results.

On the other hand, in more complex scenes with mul-
tiple objects, the network fails to detect salient regions
when human faces blend with other objects or background
or in cases where small text or low-level feature contrast
is present. These disadvantages can be particularly im-
proved by using convolutional layers of the better perform-
ing object classification model in the feature extraction
process [8].

The network consists of three modules:

1. Encoder - includes 18 layers, where 10 classical con-
volutional layers are without dilation rate and 3 con-
volutional layers have dilation rate of 2 and 5 max-
pooling layers. Fig. 1 illustrates this part from the
beginning of the network to the ASPP module.

2. ASPP (Atrous Spatial Pyramid Pooling) module - this
module uses five branches in parallel with the differ-
ent setting of convolutional layers. Three convolu-
tional layers have dilation rates of 4, 8, and 12; one
classic convolutional layer was without dilation rate,
and one classic convolutional layer followed by an
upsampling layer. The outputs of those five parallel
branches are concatenated and fed into the convolu-
tional layer, which is the last one in this module (in
Fig. 1, this module is highlighted in yellow and also
contains a convolutional layer right behind it).

3. Decoder - includes seven layers: four convolutional
layers used to prevent the checkerboard effect and
three upsampling layers realized by the bilinear up-
sampling method to increase spatial information (in
Fig. 1 starting from the left upsampling layer to the
end of the network).

Kullback-Leibler Divergence is used in the adopted net-
work [8] is used as an error (loss) function and ReLU (Rec-
tified Linear Unit) as an activation function in every layer,
except the last one. The learning algorithm used is mini-
batch stochastic gradient descent with Adam Optimizer.
Our intention is to add several metrics that would be able
to evaluate the current progress of the network during ev-
ery epoch.
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Figure 1: Graphical representation of the inputs used in the prediction of personalized saliency maps. Input image is
transformed from RGB into HSV colour space and only Hue and Saturation channels are taken to be concatenated with

gray-scale generalized saliency map.

3.3 Proposed Methodology of Training

In the training process of the model that predicts person-
alized saliency maps for a particular participant, we define
three main steps:

1. Initial training of the generalized model on SALI-
CON dataset [7]

2. Re-training and fine-tuning of the generalized model
on CAT2000 dataset [3]

3. Re-training of the personalized model on the PSD
dataset [19]

The previously described encoder-decoder CNN [8]
is adopted and generalized saliency maps are predicted
for input stimuli with this network. As the training of
this network requires initial training on the SALICON
dataset [7], we have to proceed with this initial training.
Input data are split in a ratio 67:33 (train set:valid set) as
suggested by the authors [8]. Weights from pre-trained
convolutional layers of VGG-16 [16] are used as the ini-
tial weights.

Using the network trained initially on the Salicon
dataset [7], we continue in training with data from the
CAT2000 dataset [3], where input images are used as in-
put and predicted generalized saliency maps are expected
as output. Those predictions are confronted with a ground-
truth generalized saliency map for a given input image. In
training, the data split ratio is 80:20 (train set:valid set) as
suggested by the authors [8]. In order to fine-tune the best

performing model, manual hyperparameter tuning is done
and the weights of the best model are saved for the third
step.

Restoring the checkpoint of network weights gaining
the best results from the previous step, we move to the
prediction of personalized saliency maps for each of 30
subjects. To fine-tune every personalized model for each
participant, we use the Random Search technique in order
to find the best combination of hyper-parameters. We con-
sider learning rate and batch size as two hyper-parameters
that need to be found. Additionally, we want to intelli-
gently stop the training process of the personalized model
by adding two early stopping rules checked after each
epoch of training. The first stopping rule is used when
more than two epochs pass and minimal validation error
is not gained in the last three epochs. The second early
stopping rule is used when more than five epochs passed
and the absolute value of the difference between valida-
tion error and train error from the last epoch is higher than
our defined threshold value of 0.08. This threshold value
is defined by the rule of thumb and helps in over-fitting
prevention of trained personalized model. During the step
of re-training the generalized model for the prediction per-
sonalized saliency maps for given subject, we propose two
variants, which are marked as variant 1 and variant 2 in
Fig. 2.

Firstly, input images taken from Personalized Saliency
Dataset (PSD) [19] are converted from RGB into HSV
colour space. Only H (Hue) and S (Saturation) channels
are taken from the converted input image and these are
concatenated with a gray-scale generalized saliency map
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Figure 2: A proposed flow of training describes the whole training process from initial training on the SALICON
dataset [7] followed by re-training the generalized visual attention (GVA) model on the CAT2000 dataset [3]. This
fine-tuned generalized model predicts generalized saliency maps (GSMs) for input stimuli from the PSD dataset [19],
which are used together as the first variant of input in re-training of the fine-tuned generalized model to predict personal-
ized saliency maps for a given subject using personalized visual attention (PVA) model. In the second variant, only input
stimulus is used for re-training of this generalized model.

for a given input image (as described in Fig. 1). These
generalized saliency maps are generated by the fine-tuned
network from previous generalized saliency maps predic-
tion task, but this time for input images from the PSD
dataset [19].

Secondly, as an alternative option, only three-channel
RGB images are used as input. In both above-mentioned
cases, a personalized saliency map for a particular sub-
ject is expected as the network output and confronted
with ground-truth personalized saliency map of this sub-
ject. Process in this step is repeated for each participant
with both variations of input which results in training two
models for each of 30 participants present in the PSD
dataset [19]. Data in this training step are split in ratio
80:20:10 (train set:valid set:test set). In both variants, we
decide to have three-channel input because we want to pre-
serve trained weights from all the layers of the fine-tuned
generalized model.

4 Results

After we fine-tuned the model that predicts generalized
saliency maps, we predicted generalized saliency maps for

all the stimuli from the PSD dataset [19], which was used
during the whole process of personalized visual attention
prediction.

4.1 Quantitative results

In order to predict personalized saliency maps for each of
30 observers, these predicted generalized saliency maps
were used as part of the input together with input stimuli
in the first variant (marked as variant 1 in Fig. 2). In the
second variant (marked as variant 2 in Fig. 2), we used
only input stimuli as the input to the model. The predicted
personalized saliency maps were confronted with ground-
truth saliency maps of the given observer and given input
stimulus. After fine-tuning of each personalized model,
we predicted 160 personalized saliency maps from the
test set, which were compared to corresponding ground-
truth personalized saliency maps for a given participant
using selected metrics. Depending on the type of met-
ric, we used discrete ground-truth binary fixation maps for
location-based metrics (AUC metrics, NSS and IG) and
continuous ground-truth maps for distribution-based met-
rics (SIM, CC, and KLD) [5]. Although we used nine met-
rics in total, we considered AUC Judd metric (calculated
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for multiple different thresholds as number of pixels that
overlap with ground-truth binary fixation map and total
number of incorrectly non-fixated pixels) and Information
Gain over generalized saliency map (IG GSM; describes
how much information in bits brings predicted personal-
ized saliency map over the generalized saliency map on
fixation locations [10]) as the most important metrics for
our study.

Predicted generalized saliency maps for input stimuli
from the PSD dataset [19] also served as a prediction of
average observer’s visual attention and their test set pre-
dictions were also used in the evaluation. As we can see in
Table 1, median scores across all 30 participants show that
our first variant of the personalized model (with general-
ized saliency map as the input) achieves the best results
in seven out of nine selected metrics. The two remaining
best results in Normalized Saliency Scan-path (NSS) and
Information Gain over center-prior map were achieved by
generalized model.

Table 1: Results of models predictions compared with
ground-truth personalized saliency maps for given partici-
pants. Values of each metric are calculated as the median
of results for 30 participants from the PSD dataset [19].

Metric
GVA

model [8]
PVA model

variant 1
PVA model

variant 2
AUC Judd(↑) 0.891 0.896 0.88
AUC Borji(↑) 0.829 0.853 0.834

AUC Shuffled(↑) 0.681 0.71 0.676
NSS (↑) 2.432 2.417 2.128
SIM (↑) 0.612 0.653 0.618
CC (↑) 0.703 0.765 0.697

KLD (↓) 0.591 0.513 0.58
IG Center Prior(↑) 1.279 1.25 1.094

IG GSM(↑) 0 0.012 -0.153

Worth noting is the fact, that the median score across
all observers from the PSD dataset [19] is higher in all
metrics in favour of the first variant of our personalized
saliency model which contains a generalized saliency map
in the input, while the second variant of the personalized
saliency model does not contain this generalized map. As
we can see in Table 2, the second variant of our per-
sonalized model gained the best score only once (AUC
Borji metric) with only one observer, while all other best
scores were split between the first variant of our person-
alized model and the generalized model. Except NSS and
both IG metrics, the first variant of a personalized model
achieved the best results with the remaining metrics in at
least 23 out of 30 observers, which is more than 76% ob-
servers for each of those metrics.

In NSS and both IG metrics, the first variant of the per-
sonalized model achieved the best score for 16 (NSS) and
17 (both IG metrics) observers respectively, while the gen-
eralized model achieved the best results for the remaining
14 and 13 observers respectively. However, the median
score of these three metrics across all the participants (see

Table 1) showed a higher score of NSS and IG over center-
prior baseline map. In the case of NSS, which is very sen-
sitive to false positives, we interpret this phenomenon as
the inability of the personalized model to predict fewer
false positives, because of the big impact of generalized
saliency map in the first variant of personalized predic-
tions (as pointed out in the last example in the subsec-
tion 4.2). Similarly to NSS, scores of IG over center-prior
baseline map also indicate that the first variant of person-
alized models relies heavily on generalized saliency maps
used in this variant as part of the input.

Table 2: Number of best resulting participant samples
for each model throughout all participants from the PSD
dataset [19] and metrics. In metric AUC-Judd we evalu-
ated the results of three participants as equal.

Metric
GVA

model [8]
PVA model

variant 1
PVA model

variant 2
AUC Judd(↑) 10 23 0
AUC Borji(↑) 2 27 1

AUC Shuffled(↑) 5 25 1
NSS (↑) 14 16 0
SIM (↑) 1 29 0
CC (↑) 1 29 0

KLD (↓) 3 27 0
IG Center Prior(↑) 13 17 0

IG GSM(↑) 13 17 0

4.2 Qualitative results

As shown in the bottom part of Fig. 3, both personal-
ized variants successfully detected human faces, which are
considered the most salient in general. Unlike the pre-
dicted generalized saliency map, both personalized predic-
tions did not mark the region in the centre of the stimulus
as salient. However, the first variant of the personalized
saliency map copies the pattern of emphasizing human
faces in the background (as it is in a generalized saliency
map), while the ground-truth personalized saliency map
rates faces in the foreground as more salient.

Comparing both variants of personalized saliency maps,
we can observe that the second variant of personalized
saliency maps produces more biased predictions. This
could have been caused by the non-existence of coarse
estimation as it was in the case of the first personalized
variant. From the bottom part of Fig. 3, we can observe,
that light background and multiple amounts of objects in
the scene resulted in very biased predictions in both per-
sonalized variants. Generalized prediction in this scenario
managed to indicate salient objects, but only in the central
region of the image.

If we compare personalized predictions of successful
first variant between different observers, who have differ-
ent visual behaviour, we can observe that this personalized
variant is very dependent on the similarity of predicted
generalized saliency map and ground-truth personalized
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Ground-truth PSM subj. 29
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PSM subj. 5 prediction var. 1 PSM subj. 5 prediction var. 2

PSM subj. 29 prediction var. 1 PSM subj. 29 prediction var. 2

Figure 3: Comparison of both variants of predicted Per-
sonalized Saliency Maps (PSM) using our proposed PVA
models for observers labeled 5 and 29 with input stim-
uli and predicted Generalized Saliency Maps (GSM) using
GVA model [8].

saliency map, as illustrated in Fig. 4. In the top part, we
can see that subject 24 focused more on light photo cap-
tion than on horse riders. While subject 10 also registered
this photo caption, he paid more attention to the horse rider
on the right side of the input stimulus. However, predic-
tions of personalized saliency maps for these subjects were
assessed as salient only when objects were present in the
central region and left out light-coloured photo caption.

In the bottom part of Fig. 4, we can see the example
of two subjects who observed the same image in different
ways. While visual attention of subject 8 was attracted by
human faces, ball, and lines on the ground, subject 20 ob-
served the player’s face located in the foreground and body
posture and face of a player on the right. The predicted
personalized saliency maps are, however, almost identical,
as the generalized saliency map forced both personalized
models to mark faces and the ball as the salient regions.
We interpret this result as the inability of the personal-
ized model to leave out the regions, which are marked as
salient by generalized saliency map, but the subject con-
siders these regions as indistinct.

5 Conclusion

We designed the method of re-training of the Convolu-
tional Neural Network (the Encoder-Decoder type) orig-
inally predicting generalized visual attention to predict
personalized visual attention using the concept of trans-
fer learning. Regarding personalized visual attention, we

Input stimulus

Input stimulus

GSM

GSM

PSM subj. 24 prediction var.1

PSM subj. 10 prediction var.1

PSM subj. 8 prediction var.1

PSM subj. 20 prediction var.1

Ground-truth PSM subj. 24

Ground-truth PSM subj. 10

Ground-truth PSM subj. 8

Ground-truth PSM subj. 20

Figure 4: Comparison of predicted Personalized Saliency
Maps (PSM) for observers 24, 10, 8, and 20 with input

stimuli and predicted Generalized Saliency Maps (GSM).

experimented with two variants of input, one with a pre-
dicted generalized saliency map for a given input image
and the other without it. In order to find out, whether our
personalized models achieve better results for a given par-
ticipant, we performed evaluation on a set of 30 partici-
pants. We observed the improved results in seven out of
nine selected metrics for one variant of our personalized
approach, which indicates, that our models producing per-
sonalized saliency maps can better capture salient regions
specific to the individual subject.

We also found out, that our better performing person-
alized approach is highly dependent on the generalized
saliency map incorporated in the input. This leads to dif-
ferent results across observers with different visual be-
haviour. If mentioned generalized saliency map for given
image shares similarities with a personalized ground-truth
saliency map for a given observer, then a personalized
model that predicts personalized saliency maps can outper-
form the generalized model in the context of personalized
saliency prediction. However, if this generalized saliency
map compared to the personalized ground-truth saliency
map contains significant dissimilarities (the visual patterns
of a given observer are different from patterns of the ma-
jority of observers), it often leads to inaccurate detection
of the salient region for a given observer. These inaccura-
cies result in worse predictions than predictions produced
by the generalized model but are still better than results of
the personalized model without this generalized saliency
map as part of the input.
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6 Future Work

The field of medical diagnostics, concretely diagnostics of
early stages of Alzheimer’s disease, creates demand for
personalized visual attention models. In response to this
demand and with achieved results, we plan to develop our
own deep-learning model designed to classify individuals
into two groups (patients with Alzheimer’s disease and
healthy people) based on their ground-truth eye-tracking
data. For further evaluation, we aim to retrain general-
ized model [8] on the aggregated maps of all the partic-
ipants from the PSD dataset [19] and compare its gener-
alized predictions with the personalized saliency maps for
these participants separately. Post-processing methods for
predicted personalized saliency maps are also considered.
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Antonio Torralba. Mit/tübingen saliency benchmark.
https://saliency.tuebingen.ai/.
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