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Abstract

Segmentation is a crucial procedure in medical image
analysis. The usage of automatic algorithms in this field
is an attractive alternative to manual segmentation. One
promising semi-automatic segmentation tool is the Grow-
Cut algorithm, which allows n-dimensional image seg-
mentation, providing interactive and dynamic features.
Currently, using the GrowCut algorithm for medical im-
age segmentation with a user interface is only possible via
medical image analysis software, making it device- and
platform-dependent. The GrowCut algorithm without a
user interface is available via various implementations but
requires a lot of technical knowledge of the user.

The aim of this contribution is to provide a user interface
for the GrowCut algorithm on the basis of a web applica-
tion. This is achieved by implementing an adapted version
of the GrowCut algorithm, the Fast GrowCut algorithm,
into a client/server based, web-hosted 3-dimensional med-
ical image viewer, called StudierFenster. As a result, the
Fast GrowCut algorithm can be used directly inside the
online environment without installing software and with-
out technical knowledge of the user. It is now possible to
use the segmentation tool on any 2-dimensional transverse
slice of a 3-dimensional image. The workflow was made
user-friendly, allowing input to be drawn with a brush onto
the image and loading the output automatically, making it
immediately visible.

Keywords: GrowCut, Fast GrowCut, Segmentation,
Medical Image Analysis, Web Application, StudierFenster

1 Introduction

Image segmentation is one of the most important and com-
mon practices for medical images analysis [1, 2, 3]. Ex-
tracting the region of interest can be done in an auto-
matic or semi-automatic process. The GrowCut algorithm
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is a widely used semi-automatic segmentation algorithm,
working on n-dimensional images, and uses cellular au-
tomata to calculate the segmentation. As input, seeds
are selected manually inside and outside the region to be
segmented, marking foreground and background, respec-
tively. During execution of the GrowCut algorithm, all
remaining image pixels get sorted into either foreground
or background [4]. It is an attractive segmentation tool be-
cause of its interactive and dynamic features. The Grow-
Cut algorithm has been further developed into the Fast
GrowCut algorithm, by reformulating it as a clustering
problem and approximating the solution, making it sig-
nificantly faster [5]. Different versions of the GrowCut
algorithm are available on medical image computing plat-
forms, such as the 3D Slicer software [6], however, not
on a web-based tool where no installation of software is
needed. Aside from that, a lot of open source implemen-
tations of the GrowCut algorithm are available, which do
not provide a user interface and therefore require a lot of
technical knowledge of the user.

This contribution aims to provide a user inter-
face for segmentation with the GrowCut algorithm
on a device- and platform-independent basis. To
achieve this, the Fast GrowCut algorithm is imple-
mented in the Medical 3D Viewer of the “StudierFenster”
website (http://studierfenster.at/, http:
//studierfenster.icg.tugraz.at/), hereafter
referred to as StudierFenster. It provides visualization and
segmentation tools for medical images and is built as a
client-server model. Its main component is the Medical
3D Viewer, which offers various annotation and segmen-
tation tools [7].

As a result of this contribution, the Fast GrowCut algo-
rithm was successfully implemented into the StudierFen-
ster website as a segmentation feature within the Medical
3D Viewer. It is now possible to use the Fast GrowCut al-
gorithm with a user interface without additional software.
Its implementation was achieved by creating the input and
viewing the output on the client side and running a Python
script with the algorithm on the server side. In the Medi-
cal 3D Viewer, the Fast GrowCut algorithm can be used to
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segment 2-dimensional regions of slices in the horizontal
plane.

Giving an overview of this paper, Section 2 gives back-
ground on the topic of StudierFenster. The related work is
presented in Section 3. In Section 4, the methods of imple-
menting the Fast GrowCut algorithm into StudierFenster
are elaborated. Lastly, the results of this contribution are
given in Section 5, followed by a concluding discussion
and an outlook in Section 6.

2 Background

StudierFenster StudierFenster 1 is a website that was
developed in previous work at the Graz University of Tech-
nology in association with the Medical University of Graz.
It is an online environment providing visualization tools
for medical data, manual segmentation tools for medical
images, and tools for calculations. The tools can be used
directly within a web browser which makes them available
to more people and platform- and device-independent.
Furthermore, adaptions or updates to the software can be
deployed directly on the website, without having to dis-
tribute changes to each user as it would be the case with
software. StudierFenster is built as a client–server model,
where some calculations of segmentations are done by
the server part. This makes it unique from other exist-
ing web-based tools that only use a client-oriented ap-
proach. Adding a server back-end provides more com-
plex functionality. A user study conducted by Weber et
al. in 2019 generated positive feedback and StudierFen-
ster has been adapted and worked on since its release [8].
The current functionalities, as of November 2022, include
a Digital Imaging and Communications in Medicine (DI-
COM) browser and converter, the Medical 3D Viewer
with 2D and 3D data visualization and various manual an-
notation tools, automatic aortic landmark detection, aor-
tic dissection inpainting [9], centerline tracking [10], 3D
skull reconstruction [11], 3D face reconstruction and reg-
istration [12], medical virtual reality viewer, and finally
the calculation of the Dice coefficient and Hausdorff dis-
tance [8]. The client side is written with Hypertext Markup
Language (HTML) and JavaScript, also using the Web
Graphics Library (WebGL). The server side is written in
C, C++, and Python, using libraries like Insight Toolkit
(ITK), Visualization Toolkit (VTK), X Toolkit (XTK), and
Slice:Drop. Server requests are processed by a Python
Flask server [7].

GrowCut Algorithm The GrowCut algorithm is a semi-
automatic image segmentation algorithm. It works on n-
dimensional images and the segmentation is an iterative
process, in which the user has the possibility to give addi-
tional input after each iteration. It uses cellular automata
which allows fast and parallel computation. Every pixel

1http://studierfenster.at/

in the GrowCut algorithm has a corresponding three-tuple
(lp,θp,

−→C p), where lp is the label of a pixel, θp is the
strength of a pixel and −→C p stands for the color value [4].
For the initialization of the seed pixels, some pixels are
initialized as foreground lp = 1 and some as background
lp = 0. Additionally, all initialized seed pixels are assigned
the strength value θp = 1. After initialization, the algo-
rithm begins with the iteration process of sorting all other
pixels into either foreground or background [13]. Simpli-
fied, at each iteration step t, each cell tries to “attack” its
neighbors with the intention of spreading the foreground
or background labels. The force of the cells is dependent
on the strength values θp and θq and the distance between
the vectors −→C p and −→C q of the attacking and defending
cells. If an attacker has the greater attack force, its labels
are spread onto its weaker neighbor cells [4]. The compu-
tation is finished when every pixel in the region of interest
is assigned one of two labels [13].

Fast GrowCut Algorithm The Fast GrowCut was devel-
oped by reformulating the GrowCut algorithm as a clus-
tering problem, to which the Fast GrowCut computes a
fast, approximate solution. The clustering problem which
is based on finding the shortest path, can be solved by ap-
plying an adapted version of the Dijkstra algorithm. The
adaptation is introduced because the Dijkstra algorithm is
static, not allowing any user input after it was initiated.
To keep the Fast GrowCut algorithm dynamic and allow
editing, only local regions that are affected by a new in-
put are updated with the adapted version of the Dijkstra
algorithm [5].

3 Related Work

Different versions of the GrowCut algorithm are imple-
mented in the 3D Slicer platform, where they can be used
for 2D and 3D segmentation. 3D Slicer is an open-source
medical image computing platform, offering various seg-
mentation tools [13, 14].

GrowCut in 3D Slicer The GrowCut algorithm is im-
plemented in 3D Slicer as a module called “GrowCutSeg-
mentation”. It is an editor effect that is based directly on
the original GrowCut algorithm first introduced by Vezhn-
evets and Konouchine [4]. The user can color foreground
and background, which are used to compute the segmen-
tation. After the computation is finished, the user can fur-
ther adapt the segmentation by adding additional edits to
the segmentation [6].

One application example is the use of GrowCut in
3D Slicer in research about vertebral body segmentation.
There it was found that, depending on the use case, the
GrowCut algorithm in 3D Slicer can be a more efficient
way to segment medical images than manual analysis. In
a study conducted by Egger et al. from 2017 [13], results
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were compared for segmentation of vertebral bodies in T2-
weighted magnetic resonance images (MRI). The Grow-
Cut in 3D Slicer was shown to only require significantly
less segmentation time and effort than a manual assess-
ment with similar accuracy [13].

Fast GrowCut in 3D Slicer The Fast GrowCut is imple-
mented in 3D Slicer as a module called “FastGrowCutEf-
fect”. It is based on the Fast GrowCut algorithm that was
introduced by Zhu et al. in 2014 [5]. The user can seg-
ment an image by selecting foreground and background
seeds in 3D. After initial segmentation, there is the possi-
bility to refine the segmentation repeatedly until the user is
satisfied with the result. Furthermore, the module allows
multi-label segmentation [15].

The latest version of 3D Slicer, as of October 2022,
uses the Fast GrowCut Segmentation under the name
“Grow from Seeds”, which is an editor that can be found
among other segmentation tools inside the “Segment Edi-
tor” module of 3D Slicer [16].

4 Methods

4.1 Workflow

The workflow of using the Fast GrowCut in StudierFen-
ster can be summarised in three steps “Mask Creation”,
“Executing Fast GrowCut” and “Result Handling”. The
flowchart in Figure 1 displays the usage of the Fast Grow-
Cut in StudierFenster and gives an overview how the three
mentioned steps can be divided further. In Figure 1, blue
fields represent user input, and green fields represent steps
that are executed automatically.

The workflow starts with loading a nearly raw raster
data (NRRD) file in the Medical 3D Viewer in Studier-
Fenster, as it can be seen in Figure 1. The selected file
is loaded in the viewer and shown in four different views:
a 3D view, a sagittal, a coronal, and a horizontal view in
which the Fast GrowCut must be executed. In the horizon-
tal view, the user can start with the creation of the input
by coloring the desired foreground area, which is tinted
red, and the background area, which is tinted green, with
the underlying image still visible. Colored areas can be
erased with an erase brush or the whole segmentation can
be reset. Both brush modes and the eraser mode feature a
round brush with variable size, which can be adjusted by
dragging the “Brush Size” slider.

To start the segmentation, both foreground and back-
ground need to be specified, which is checked by the
implementation. After successful calculation of the Fast
GrowCut, its output is automatically shown to the user.
The user-specified coloration disappears and instead, the
output mask is loaded, coloring the calculated foreground
and background areas in red and green, respectively.

The user has the option to delete the colored back-
ground, leaving only the segmented foreground on display.

Figure 1: Flowchart demonstrating the Fast GrowCut
workflow in StudierFenster. Blue fields represent user in-
put, green fields represent steps executed by the imple-
mentation.

The user can further edit the output mask and potentially
calculate the Fast GrowCut again if the first output was
not satisfactory. Finally, the output mask can be saved lo-
cally as an NRRD file where the segmented foreground is
colored white and everything else is black.

The Fast GrowCut in StudierFenster can be used
through the GrowCut side menu, which contains eight
user interface elements, seven buttons, and one slider. A
screenshot of the menu is included in Figure 2. It is lo-
cated with the other segmentation tools in the Medical
3D Viewer side menu and its style, and the implementa-
tion of some functions was inspired by other segmentation
tools [17].
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Figure 2: The Fast GrowCut side menu in the Medical 3D
Viewer.

4.2 Implementation

4.2.1 Client/Server Architecture

The Fast GrowCut algorithm is implemented in Studier-
Fenster in two parts: a front-end part that is executed
on the client side, and a back-end part that is executed
on the server side. The client/server architecture is dis-
played in Figure 3. The client side consists of its inter-
face in the Medical 3D Viewer, which was implemented
as HyperText Markup Language (HTML), JavaScript, and
Cascading Style Sheets (CSS). The server side consists of
the Fast GrowCut implementation and the Flask Server,
which is used to communicate between the two sides. The
Fast GrowCut is implemented on the server side, because
its computation is very intensive and therefore faster and
more reliable when done on the server. Furthermore, the
algorithm is implemented in a Python script, which cannot
be executed in a browser.

The communication between client and server works as
followed: The input image and the mask, which are gen-
erated on the client side are converted into one JavaScript
Object Notation (JSON) object that is sent to the server via
an Asynchronous JavaScript and XML (AJAX) request.
On the server side, the JSON object is parsed and each of
the files is saved individually as an NRRD file in a tem-
porary folder in the file system. The Fast GrowCut Python
script then loads the NRRD files from the file system, com-
putes the segmentation, and saves the output mask as an
NRRD file in the same folder as the input files. The Python
Flask Server waits for the Fast GrowCut to finish, loads
the output mask from the file system, and converts it into a
JSON object, which is sent back to the client side. Finally,
on the client side, the segmentation mask is automatically
loaded in the Medical 3D Viewer.

4.2.2 Fast GrowCut Python Implementation

The Python implementation of the Fast GrowCut was
adapted from the Python script “growcut cpu.py” by

Figure 3: Client/server architecture of the Fast GrowCut
implementation in StudierFenster.

Shen 2 [18]. It is a Python implementation of Fast Grow-
Cut based on the algorithm by Zhu et al. [5]. The script re-
quires the image data and a seed label array as input [18].
As the Fast GrowCut in StudierFenster is computing two-
dimensional segmentations, only the current layer of the
image is used for input. The seed label array is of the same
size as the two-dimensional input image and contains dif-
ferent labels “1” for foreground and “2” for background.
It is generated from the foreground and background infor-
mation that is drawn by the user that is stored in an HTML
canvas element [19]. The output of the Python script is an
array of the same size as the seed label array, containing
a corresponding “foreground” or “background” label for
each array element [18]. This information is mapped to an
HTML canvas element, again, for viewing and editing in
the Medical 3D Viewer.

5 Results

Figure 4 shows the Medical 3D Viewer with the GrowCut
menu opened on the left-hand side, showing the user in-
terface. The loaded image shows an MRI scan of a human
brain, the horizontal plane being visible in a big window
and the three other views being visible on the right side in
small windows.

Results of the Fast GrowCut algorithm used in Studier-
Fenster to segment an image can be seen in Figures 5
and 6. The input masks are visible in Figures 5(a), 6(a)
and 6(c) and the corresponding Fast GrowCut results are
shown in Figures 5(b), 6(b) and 6(d). In all sub-figures,
the foreground is tinted red and the area surrounding the
region of interest is tinted green. Figure 5 displays the
segmentation of a brain tumor in an MRI head scan and
Figure 6 shows the segmentation of a vertebral body in a
CT chest scan.

In Figure 6 it is shown that the Fast GrowCut output can
be edited before running the Fast GrowCut again with the
additional input. Figure 6(a) shows the initial user input
and Figure 6(b) shows the corresponding Fast GrowCut

2https://github.com/Sherry-SR/fastgc_python/
blob/master/modules/growcut_cpu.py
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Figure 4: Screenshot of the Medical 3D Viewer with the
GrowCut side menu on the left.

output. The output was edited with the “Delete Mode” and
foreground and background brushes, as seen in Figure 6(c)
and the Fast GrowCut was run again. Its output is visible
in Figure 6(d).

6 Conclusion and Outlook

As a result of this contribution, the Fast GrowCut segmen-
tation algorithm was added to StudierFenster, extending
the existing segmentation tools, thereby extending the pos-
sible use cases.

The Python implementation of the Fast GrowCut by
Shen [18] was successfully implemented on the server
side of StudierFenster. It was decided to use this imple-
mentation of the GrowCut because it could be adapted
to consist only of one Python script, which made its ap-
plicability simple. Adding this functionality to the ar-
chitecture of StudierFenster was possible without having
to change much of the original Fast GrowCut code. Its
straightforward implementation made it stand out against
other open-source GrowCut implementations, like the 3D
Slicer’s “Grow from Seeds” algorithm, for example. The
“Grow from Seeds” code is depending heavily on other 3D
Slicer modules and functions, which would have made it
nearly impossible to extract only the “Grow from Seeds”
code, without having to change most of the implementa-
tion [16].

After loading an image into the Medical 3D Viewer of
StudierFenster, Fast GrowCut can be used to segment any
region in the 2-dimensional transverse plane, that has a
different color than its surrounding area. For example, a
specific use case could be using the Fast GrowCut to seg-
ment vertebral bodies, as it was found in a study conducted
by Egger et al. in 2017 [13], in which the GrowCut in 3D
Slicer was used. Some benefits of using the Fast Grow-
Cut in StudierFenster are its platform and device indepen-
dency, compared to other implementations like the “Grow
from Seeds” algorithm in 3D Slicer [16]. The Fast Grow-

(a) User input for tumor segmentation.

(b) Fast GrowCut output of tumor segmentation.

Figure 5: Segmentation of a brain tumor of an MRI head
scan with Fast GrowCut in StudierFenster.

Cut in StudierFenster can be used on various devices, from
various browsers. This Fast GrowCut implementation in
StudierFenster allows a user to use a graphical interface
to select the mask and the output is automatically visible
in the original image. This method does not require the
user to have any knowledge of Python programming, as
opposed to directly using the Fast GrowCut Python script
by Shen [18].

Figures 5 and 6 show that the algorithm successfully
segmented the colored regions, based on the user input.
However, it is visible that the algorithm did not always
find the correct borderline between object and background.
This was especially the case when the two had similar col-
ors, or when the border was more of a transition, rather
than a line. This can be seen in Sub-figure 6(b), where
the red color is spilling outside the region of the vertebral
body. In Figure 6 it is visible that the segmentation out-
put is more satisfactory, after iterative refinement by the
user. Running the algorithm again is significantly faster
than running it for the first time, as the algorithm only it-
erates through pixels that are not colored.

Future research could examine if allowing user input
during the segmentation would accelerate the process of
refining the segmentation. This could lead to more sat-
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(a) First input for vertebral body segmentation. (b) First Fast GrowCut output of vertebral body segmentation.

(c) Second input for vertebral body segmentation. (d) Second Fast GrowCut output of vertebral body segmentation.

Figure 6: Vertebral body segmentation of a CT chest scan with Fast GrowCut in StudierFenster, executing the Fast
GrowCut twice.

isfying results after running the Fast GrowCut only once.
Allowing user input during the execution of the algorithm
would enable users to correct wrongly placed seeds early
on.

Furthermore, the Fast GrowCut in StudierFenster could
be extended to be used for three-dimensional segmenta-
tions, as it is currently only used for two-dimensional seg-
mentations. The implemented Python script of the Fast
GrowCut algorithm already allows n-dimensional segmen-
tation [18], however, the process of the input mask creation
would need to be extended.

There are open questions, regarding the usage of Grow-
Cut in StudierFenster to segment patient data. The current
workflow requires the image data to be stored in the file
system on the server side. As this might be undesirable
when handling confidential data alternatives should be ex-
plored in the future.

Finally, conducting a user study would help to identify
flaws in the proposed workflow and could be of assistance
in improving the current graphical user interface.
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