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Abstract

We introduce a pretext task for self-supervised learning of
feature extraction on an unlabeled dataset of football im-
ages. The task is based on predicting the relative distance
between two random crops from the same image, which
requires the model to understand the spatial positioning
of the objects and players in the image. We evaluate the
feature extractor trained with the proposed pretext task on
the SoccerNet action spotting challenge and compare it to
the existing self-supervised method SimCLR. We demon-
strate the effectiveness and generality of the proposed pre-
text task for learning relevant features of the football do-
main.
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1 Introduction

Football arguably belongs among the most favorite sports
in the world with millions of fans and players. With tech-
nological advances and improvements in machine learn-
ing algorithms, the tasks performed by humans have been
automatized and simplified and this applies also to the
football domain. There were many attempts to create a
model that would understand the game to predict the win-
ner [31, 32, 2], analyze the players [24, 23], or even sub-
stitute the role of a referee [3].

The recent works in self-supervised learning methods
made huge advances in the field of computer vision by
closing the gap to supervised learning [20], some of them
even surpassing the supervised method [5]. The self-
supervised methods like MoCo [21] and MoCov2 [8]
proved to be very effective in extracting relevant features
from the image by contrasting the features. Other works
showed that the missing annotations in the dataset can be
replaced by introducing a pretext task such as image rota-
tion [19] or temporal frames shuffling [27]. The purpose
of the pretext task is to force the model to learn relevant
features on the prior layers that can then be transferred to
other downstream tasks.
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We introduce a pretext task for self-supervised feature
extractor learning on the unlabelled dataset. The task is
based on the spatial understanding of the image and does
not rely on the batch size. We apply this task by training a
feature extractor for the football domain on the unlabeled
dataset and validate it by transferring the trained model to
the downstream football task.

We consider the action spotting challenge from Soccer-
Net [15] as an appropriate task to evaluate our feature ex-
tractors. The goal of the task is to identify 17 football ac-
tions like a goal, foul, ball out of play, etc. in broadcasted
football videos. The task allows us to exchange the used
feature extractor while preserving the rest of the solution
architecture. So by substituting the feature extractors, we
can evaluate them with the resulting performance of the
task.

To show the effectiveness of our method we compare
the lightweight feature extractor model trained with our
pretext task to the lightweight model trained with the exist-
ing self-supervised method SimCLR, and also to a bigger
pre-trained model with substantially more parameters.

Our contributions are as follows:

• We introduce a pretext task based on the spatial un-
derstanding of the image content by predicting the
relative distance between two random crops for the
self-supervised learning of the feature extractor.

• We trained multiple feature extractors using the exist-
ing self-supervised method SimCLR and our method
which we evaluated and compared using the Soccer-
Net action spotting challenge.

2 Related work

Many previous works focused on creating a pretext task
that would replace the missing annotations. Noroozi and
Favaro [28] created a pretext task inspired by the puzzle
game jigsaw in which the original image is divided into
nine evenly big crops and shuffled. The goal of the model
is to solve the jigsaw puzzle by which the model learns fea-
tures that are as representative and discriminative as pos-
sible.

Another pretext task which is based on the nine-part
grid is defined as predicting a relative position of the crops
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[14]. The nine crops are taken from the original image
while preserving the grid structure with a little variance.
The model is always given the central middle crop with
one of the eight remaining neighbor crops. The model then
has to predict the relative position of the second crop by
specifying one of the eight directions represented by the
numbers one to eight. It is therefore a classification task
where only one option is correct. The distance between
the crops is always relatively small as the crops are next to
each other in contrast to our method where the crops are
randomly sampled. This prevents learning features that are
spread along the whole image from one end to another.

The contrastive methods SimCLR [6] and SimCLRv2
[7] rely on attracting the positive pairs represented by aug-
mented views from the same image and repelling the neg-
ative pairs represented by augmented views from differ-
ent images. This is done by applying the contrastive loss
on the features extracted from the views while maximiz-
ing the similarity of the features from positive pairs and
minimizing the similarity of negative pairs. The effective-
ness of this method highly relies on big batch sizes which
require adequate computational power and resources. As
Lin et al. mentioned [26], there are cases where negative
pairs from different images can be more similar than the
positive pairs from the same image. For example, the two
crops from opposite corners of the same image can both
capture diametrally different content, and forcing them to
have similar feature representations could be misleading.

Giancola et al. [15] proposed a benchmark dataset for
football action spotting. Later the authors extended the
SoccerNet dataset [11] and provided a baseline using their
own NetVLAD++ [18] model. The authors provide the
annotated dataset along with annual challenges [16, 10]
doing which they promote the use of neural networks in
the football domain.

Action spotting is a challenge to identify certain football
actions within the temporal window of their occurrence in
the video. It is a popular challenge with many submissions
[30, 22, 13, 9] competing for the best result. We consider
the action spotting task as the appropriate form of eval-
uation of our feature extractor as it focuses on the most
interesting and common actions in football.

3 Data collection

Despite the recent advances in football dataset annotation
[17], manual annotations are still needed. Therefore we
decided to attack the problem of insufficient size and num-
ber of annotated datasets in the football domain by using
a self-supervised method and train the model on unlabeled
football data. As the process of annotating is often costly
and always very time-consuming, there will be no need
for the dataset to contain the annotations. In this case, we
trade off the missing annotations for a larger dataset size.

When training an unsupervised or self-supervised
model, a large dataset is a must. Therefore getting as much

Figure 1: Illustration of our pretext task that is used for
self-supervised training.

valid data as possible was our top priority. We focused on
the replays of professional football matches and extracted
the frames from these videos. Football is a dynamic sport
where a lot can happen in a nick of time so we choose
the frequency of the extraction to be two frames per sec-
ond. This resulted in the final 12,085,293 images in the
unlabeled dataset. As the main source of the videos was
YouTube, we named the dataset YF (YoutubeFootball).

The images in the dataset do not strictly have to be con-
secutive as there is no additional information about which
image is the start or the end of some video. So image N
+ 1 does not have to be subsequent to image N. This fact
constrains the pretext task to not rely on any temporal in-
formation which makes the pretext task more generic and
applicable to other domains.

As we do not possess the author rights to the videos we
can only publish the scripts for the image extraction and
not the whole dataset.

4 Our pretext task

Most of the existing methods are trained and benchmarked
on datasets [12, 25] that have very little in common with
football. The fact that the YF dataset consists of football
images only can be used as an advantage when creating
the new self-supervised method.

Our pretext task focuses on understanding the spatial
positioning of the objects in the images by predicting their
relative distance from each other. This is done by extract-
ing two random crops of the same size from the same im-
age and measuring the relative distance between their cen-
ters.

Before the crops are taken from the image, the image is
rotated by a random degree. For each crop, a new random
number is used from the interval from -10 to 10 degrees.
The rotation is done around the center of the image. After
the rotation is applied, the resulting image is still rectan-
gular, but a dark background is created to fill the blank
spaces around the rotated edges. To end up with the image
containing only the valid content of the image a crop that
represents the largest possible rectangle that excludes the
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Figure 2: After the rotation is applied, corner spaces around the image are filled with default dark color. To end up purely
with valid data containing the content of the image a crop is performed, representing the largest possible rectangle with
content omitting the filled spaces created by rotation.

Figure 3: Architecture of our pretext task. The features
are concatenated into the dense layer which outputs the
relative distance.

dark background from the rotation needs to be performed.
To better understand this process, figure 2 visually shows
the adapted solution to effectively end up with valid data
after augmenting the original image.

After the images are rotated and cropped to contain the
biggest possible content, random coordinates are selected
to represent the center of the final crop in each of the ro-
tated images. The range that the coordinates are taken
from is calculated so that the randomly taken coordinate
is not located near the edge of the image which would re-
sult in an incomplete image crop since the part of the crop
could exceed the rotated image. This technique ensures
that the final crop will always contain valid data. On the
other hand, the rotation of the image and the aforemen-
tioned cropping result also in omitting some valid parts of
the original image that will not be used when performing
the final crops. While this is true in most cases, in a case
when the rotation degree is zero the full image is available
for the final crop and no data is omitted before the final
crop.

Since both of the crops are extracted from the images
that could be rotated by a different degree, the coordinates
of their centers are recomputed to match the exact same
points in the original non-rotated image. The relative dis-
tance between the crops is computed as the distance be-
tween the centers of the crops divided by the size of the
crop, all in pixel units. So if two crops were both from the
non-rotated images(rotation angle zero degrees) and were
right next to each other meaning they have one common
edge, their relative distance would be exactly one.

This relative distance is created for every image during
the training so the pseudo-labels are created on the fly and

the task for the model is to predict this relative distance.
Figure 1 illustrates our pretext task and figure 3 illustrates
the architecture of the model using our pretext task.

Our method is different from the previous position pre-
diction pretext task [14] as it offers more variations in the
resulting pseudo-label because the predicted value is not
limited by some set of values. Also, the crops are taken
randomly and there is no restriction on their positioning,
meaning that they can be next to each other, or one un-
der the other, or anywhere in the image. The gap between
them also varies so the model must learn not only local
similarities when the crops are right next to each other but
also be aware of the global context when the crops are on
the opposite corners of the image. There is also no restric-
tion on whether the crops can overlap or not.

To be able to accurately predict the distance between
two parts of the image some knowledge about the context
must be known that can be derived from the content of
the two crops. In football, the positioning on the pitch is
very important. It can say a lot about the style of the play
of one team or the current situation in the game, whether
is the team attacking or defending. The positioning of the
players is very important also because of the football rules.
Mainly because of one particular rule, which is offside [4].
In football, a player is offside if they are closer to the op-
ponent’s goal line than both the ball and the second-last
opponent when the ball is played to them. So the under-
standing of the positioning is even more important in the
football domain.

Therefore using our proposed pretext task the model
should learn to understand the complex positioning of the
players and the ball on the pitch. This however applies not
only to the game itself but also to replays from other per-
spectives and other actions connected to the game as sub-
stitutions, in-game medical treatment, and many more. So
when the model is trained to be relatively accurate when
predicting the relative distance between two crops from the
football image, it must possess some deeper knowledge
and understanding of the football positioning itself. This
implies selecting more valuable features from the early
layers and in the end better feature extraction.

To make the task more challenging the rotation of the
image by up to ten degrees is applied. When looking at
the images in the figure 2 we can visually understand what
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Figure 4: Illustration of possible placement of the crops,
where d represents the distance and c represents the coef-
ficient.

is happening in the picture even if it is slightly rotated. In
convolutional neural networks, however, even a slight ro-
tation can cause different outcomes as the convolutional
filters are very sensitive to rotated input [29, 1]. By ro-
tating the input crops, this sensitivity is attacked and the
neural network is forced to learn and understand the im-
ages more in a way that humans understand them.

Another advantage of our pretext task is its generality.
Since it does not rely on any particular information related
directly to football it can be applied to other datasets as
well.

4.1 Customised loss function

Predicting the relative distance of the crops from the image
can be a demanding task when the crops are from opposite
parts of the image since the content on one side could be
wholly different than the content on the other side. There
could be not so many if any clues in the crops for predict-
ing the right distance between such crops. On the other
hand, it is much easier to predict the distance if the crops
are overlapping and have some common parts. The parts
in common could hint that the crops are close to each other
and by the size of the overlapping part, it could easily be
determined how far away are the centers of the crops.

Because it is not always the same difficulty to predict the
distance of the crops based only on the content of the crops
without any context, we scale the loss calculated from the
predicted distance based on the distance of the crops. If
the crops are close to each other or even overlapping, the

Figure 5: Action spotting pipeline with various feature ex-
tractor models. The classification head predicts the per-
class probabilities for each action.

neural network should easily determine their relative dis-
tance and therefore it will be additionally penalized if it
makes a mistake in such an ”easy” case. If the crops are
far away from each other it is way more difficult to predict
the exact distance between the crops and therefore if the
neural network makes a mistake in such a ”hard” case the
resulting mistake will be reduced.

Figure 4 shows three scenarios that can occur when cre-
ating the crops from the image. In the first case, the crops
are overlapping and their relative distance is less than

√
2.

In the second case, the crops have exactly one corner in
common and their relative distance is equal to

√
2. In the

third case, the crops have no area in common and their
relative distance is greater than

√
2.

To adjust the loss or the mistake that the neural network
makes, a coefficient is used which is calculated with the
formula 1. The coefficient is dependent on the distance of
the crops. The α and β are coefficients with default values√

8 and
√

2 respectively and d is the relative distance of
the crops. The final loss (l) is calculated as the product
of the distance error (e) and the coefficient (c) as can be
seen in the formula 2. The smaller the distance between
the crops is the bigger the coefficient is and therefore the
final loss will be also bigger. When the distance is bigger,
the coefficient and the final loss will be smaller.

c =
√

α

d +
√

β
(1)

l = e∗ c (2)

The default values for the coefficients are set according
to the illustration in the figure 4. In the second case when
the crops are diagonally next to each other, the computed
coefficient will have value 1 and therefore will not affect
the final loss. This serves as a reference scenario where it
should be reasonably difficult to predict the distance of the
crops. If the crops are closer to each other, the coefficient
will be greater than 1 and if the crops are further from each
other the coefficient will be less than 1.
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5 Evaluation metric

To be able to evaluate the trained feature extraction models
and compare our method to the existing self-supervised
method we need a qualitative metric that will give us some
score for both models. As the pretext tasks used in these
methods were different we could not use the training or
validation loss as a valid metric for comparison. Instead,
we used the action spotting task from SoccerNet which
takes the broadcast videos of professional football matches
and evaluates the precision of identifying specific football
actions.

The model must predict the exact timestamp when the
action occurs and the prediction must land within a tol-
erance δ around the ground truth anchor. The tolerance
varies from 5 to 60 seconds with 5-second steps. Recall,
precision, and Average Precision (AP) are computed for
each given class and a mean Average Precision (mAP) is
computed across all classes. An average-mAP is com-
puted across all δ tolerances. The average-mAP metric,
together with the average-mAP visible for visible actions
and average-mAP unshown for actions that happen out of
the camera range, are used for the evaluation of the mod-
els’ performances in the SoccerNet action spotting.

The process of training a classification model for ac-
tion spotting is illustrated in figure 5. The process consists
of extracting the features from the videos and training the
classification head on the extracted features. The feature
extraction is a separate process that allows for modifying
it by substituting the feature extractor which then yields
different feature vectors.

No architectural or other changes are needed for the
classification head which is every time trained from
scratch on the given features. The result achieved by the
classification head therefore relies on the extracted fea-
tures. So when the result of a classification head trained
on features extracted by one model is better than the result
of a classification head trained on features extracted by the
second model, we can say that the first feature extraction
model is better than the second.

Figure 5 shows the integration of feature extractors
trained with the SimCLR method and also our pretext task
into the SoccerNet training pipeline. The values of per-
action probabilities on the output of the two figures are il-
lustrative but they symbolize that the classification head
trained on different features yields different predictions
which end up in different accuracy and precision.

By comparing the average-mAP of the classification
heads, which is the metric used in SoccerNet action spot-
ting, we were able to compare the performance and abil-
ity of the feature extractors to extract the relevant features
from the football videos. As the architecture of the clas-
sification head remains always the same, its average-mAP
is used as the qualitative metric for evaluating the feature
extractors.

6 Results

We trained multiple feature extractors on the YF dataset
using the existing self-supervised method SimCLR and
our pretext task. The augmentations used in the SimCLR
method were random horizontal flip, random resized crop,
color jitter, random grayscale, and Gaussian blur, similar
to the original paper. We trained the SimCLR models with
a learning rate of 10-4, batch size of 120, and cosine an-
nealing scheduler without restart. We used the NT-Xent
loss with a temperature of 0.7.

As for our pretext task, we used the same batch size
as with SimCLR, but we used a constant learning rate of
10-4 together with adjusted MSE loss as discussed in the
section 4.1.

The training time of one feature extractor trained on the
subset of the YF dataset was about one week for both the
SimCLR and our method. Training on the whole dataset
took two to three weeks for each feature extractor. All
training runs were executed using one NVIDIA RTX3090
GPU.

Throughout the training, we performed evaluations on
the SoccerNet action spotting task, which we used as a
metric for the evaluation of feature extractors for the foot-
ball domain.

As can be seen in table 1, the feature extractors trained
on the YF dataset did not outperform the pretrained fea-
ture extractors from the ImageNet, however, the feature
extractor trained with the SimCLR method did not get be-
hind by much, as the difference between the best model
is only 2.71%. The feature extractor trained with our pre-
text task did not perform badly neither. The a mAP score
of 41.13% did prove that the method helps to learn to ex-
tract relevant features for the football domain, however,
it does not reach the level of the existing self-supervised
method. Further research focusing on finding the optimal
hyperparameters of our pretext task could improve its per-
formance.

In table 2 we show the per-class results of the
NetVLAD++ model trained on features extracted by the
best extractor trained with the SimCLR and our pretext
task. For reference, we show also the results of the
model trained on the features provided by SoccerNet that
were extracted using ResNET-152 and features extracted
with the pretrained Efficient-B0 model. The table shows
that the model trained on the features extracted with the
SimCLR model outperformed the pretrained EfficientNet-
B0 in 4 classes and even outperformed the pretrained
ResNET-152 in one class. The feature extractor trained
with our method did not reach the best result in any class
and the result margins were similar to the a mAP results.

7 Future work

Our pretext task uses the customized loss function that
contains two hyperparameters alpha and beta, which in-
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Backbone # params Dataset Train method # Images seen / unique Head a mAP all a mAP visible a mAP unshown
ResNET-152* 60M ImageNet pretrained - / - NetVLAD++ 52.73 59.07 36.59

EfficientNet-B0 5.3M ImageNet pretrained - / - NetVLAD++ 52.17 58.79 35.61
EfficientNet-B0 5.3M YF[000-002.sqsh] SimCLR 110 625 000 / 375 000 NetVLAD++ 49.02 53.87 33.38
EfficientNet-B0 5.3M YF SimCLR 69 806 310 / 11 634 385 NetVLAD++ 48.84 54.63 33.00
EfficientNet-B0 5.3M YF[000-002.sqsh] Our pretext 56 625 000 / 375 000 NetVLAD++ 39.13 44.74 29.96
EfficientNet-B0 5.3M YF Our pretext 255 956 470 / 11 634 385 NetVLAD++ 41.13 46.14 30.41

Table 1: Best results of various feature extractors. The first run(marked with an asterisk *) is executed on the provided
features from the SoccerNet. Other runs are executed with the use of a smaller model EfficientNet-B0. YF[000-002.sqsh]
represents a small subset of the YF dataset.
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ResNET-152
[pretrained] 60M 52.7 59.1 36.6 74.9 58.5 73.4 69.2 36.0 39.2 40.0 56.7 70.1 68.5 64.5 43.8 57.9 79.7 54.9 3.9 5.2

EfficientNet-B0
[pretrained] 5.3M 52.2 58.8 35.6 70.2 58.7 66.7 67.3 38.7 36.5 40.0 54.2 68.7 67.5 63.2 44.3 58.4 80.9 62.8 5.4 3.4

EfficientNet-B0
[SimCLR] 5.3M 49.0 53.9 33.4 62.4 51.8 65.6 69.1 29.0 36.6 39.0 56.3 68.9 63.6 61.9 43.5 52.0 79.3 39.3 13.3 1.7

EfficientNet-B0
[Our pretext] 5.3M 41.1 46.1 30.4 36.0 39.6 49.5 60.3 22.0 33.6 36.6 52.2 66.3 58.9 54.0 38.3 39.7 77.0 33.6 0.6 1.0

Table 2: Mean average precision of the NetVLAD++ model on features extracted by various feature extractors on Soccer-
Net action spotting.

fluence the training process of the model. Initial values
of these hyperparameters that were used are not optimized
and future work could include finding the optimal values
of these hyperparameters, which could lead to better per-
formance of the method. Identically the optimal value
for the maximal rotation of the image could improve the
method and lead to better results.

The comparison of a lightweight feature extractor
trained with our pretext task to the existing self-supervised
method and a substantially bigger model showed the po-
tential of our method. Models with more parameters tend
to achieve better results because of their higher learning
capacity, so possible future work includes training a big-
ger feature extractor using our method and comparing it to
the ResNET-152 originally used in SoccerNet.

Since our pretext task does not rely on any information
about the dataset or the football domain, it can be used in
other domains and downstream tasks as well. An example
can be the replay grounding task from SoccerNet which
also uses extracted features from the SoccerNet dataset to
identify replayed actions in broadcasted football matches
or another non-football-related downstream task such as
image classification benchmark in ImageNet.

All feature extractors in this work were evaluated on
the SoccerNet action spotting using only the NetVLAD++
classification head. Using other models as a classification
head can yield even better results in the SoccerNet action
spotting challenge.

8 Conclusion

In this paper, we introduced a pretext task for self-
supervised learning on an unlabelled dataset that is based

on the spatial understanding of the image content. We
trained multiple feature extractors with both our and an
existing self-supervised method SimCLR which we eval-
uated on the SoccerNet dataset using the action spotting
task.

With the same model representing the classification
head and only varying the backbone, we showed that our
method achieved an a mAP of 41.13% in the action spot-
ting task, which is 7.89% less compared to the existing
self-supervised method SimCLR. The performance gap
between the lightweight EfficientNet-B0 model trained
with both SimCLR and our pretext task and a substantially
bigger ResNET-152 model is relatively small compared to
the number of parameters and learning capacity that they
dispose of.

We hypothesize that using a bigger model together with
our method can achieve even better results and overcome
the pretrained ResNET-152 in the action spotting task. We
show that our pretext task does not rely on any informa-
tion about the dataset and therefore can be applied to other
domains as well.
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Romain Hérault, Rui Peng, Ruilong Chen, Ruixuan
Liu, Ruslan Baikulov, Ryuto Fukushima, Sergio Es-
calera, Seungcheon Lee, Shimin Chen, Shouhong
Ding, Taiga Someya, Thomas B. Moeslund, Tianjiao
Li, Wei Shen, Wei Zhang, Wei Li, Wei Dai, Weixin
Luo, Wending Zhao, Wenjie Zhang, Xinquan Yang,
Yanbiao Ma, Yeeun Joo, Yingsen Zeng, Yiyang Gan,
Yongqiang Zhu, Yujie Zhong, Zheng Ruan, Zhiheng
Li, Zhijian Huang, and Ziyu Meng. Soccernet 2023
challenges results, 2023.
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