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Abstract

Virtual manuals for the usage of different procedures re-
quire a certain set of steps, for the users to familiarize
themselves with the procedures required to use a set of de-
sired objects. Apart from the textual information, it is also
important to present different types of spatial information
at the same time, while also including the direction of this
type of information. Usually, a set of operations needs to
be visualized by presenting the key locations of the oper-
ations, the order of operations, and their motion. Some
operations require pulling, twisting, pushing, pressing, or
some combination of these motions in different places at
the same time. It is often important to test how much
the user learned about all of the presented operations, to
verify that the user can operate the procedure safely and
successfully without supervision. In this paper, we ana-
lyze different visualization methods for multiple types of
information by using animated 3D arrows. These arrows
can present information by using gradient colors, shapes,
sizes, and rotations of shapes, as well as shape animations
in the desired direction. The proposed approach was suc-
cessfully applied to create a virtual usage manual for a
set of operations of a procedure. A virtual quiz that veri-
fies whether the user learned all of the required steps was
created. The quiz also requires the user to visually show
the required operation motion. A small user survey was
conducted, indicating that younger, highly educated age
groups are more open to the usage of virtual manuals and
that users find virtual quizzes helpful but are not confident
that they possess the digital skills necessary for undertak-
ing them.
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1 Introduction

The fast advancement of technology has enhanced our
everyday lives in multiple aspects, from the near-instant
availability of huge amounts of data to the complex user
interfaces of web-applications offering business and cus-
tomer service. One such aspect is the virtualization of
objects and the development of simulation environments
[2] that allow users to execute safety-critical programming
code without endangering themselves, the objects of op-
eration, or their surroundings. Apart from being able to
design, implement, and test various products virtually, it
is also possible to learn how to use them without owning
or having access to the physical copy of the given product,
which eliminates the possibility of breaking the product or
getting hurt due to misuse. This can be especially useful
for rare or very expensive products that require long train-
ing time (e.g. flight simulators) or are very fragile and re-
quire special care (e.g. chemistry or medical equipment).

User manuals [13] contain detailed information about
products and their functionalities, as well as sets of in-
struction steps for their operation. The high amount of
details, however, makes user manuals very long and there-
fore hard to perceive by customers, which is why the usage
of visual information conveyed by images is very impor-
tant for customer satisfaction [18]. The quality of the user
manual is correlated with the quality of the product by cus-
tomers [6], which is why companies need to properly con-
vey important information about the usage of the product
for the product to be accepted well. The study conducted
by Tsai et al. [16] showed that a very high number of
older adults often use product manuals and are willing to
learn new technologies and use additional training materi-
als. This indicates that the usage of the newest trends to
convey information about the correct usage of products in
a fast and straightforward way is suitable for all age groups
and should be adopted to improve customer satisfaction.

In recent years, virtual reality (VR) and augmented re-
ality (AR) technologies were introduced into training and
assistance systems [9] as help and support to technicians.
Different types of solutions have different strengths and
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weaknesses, as discovered in a study by Laviola et al. [8],
enabling the production companies to choose the type of
technological solution that suits the type of their product
the most. However, virtual product manuals usually con-
vey information textually, without using the full poten-
tial of the technologies used to create them. This work
presents a new approach that takes into consideration the
type of information users are expected to learn through dif-
ferent product manuals. A method that uses various types
of arrows for visualizing multiple types of information at
the same time successfully is presented, without confusing
the user with lots of text that is difficult to understand and
hard to memorize.

The proposed approach was applied to a use case that
simulates various types of instructions for the usage of an
example product a user is expected to learn, to demonstrate
the ease of presenting information by visualizing them in-
stead of by using textual fields. A quiz mode in the vir-
tual environment is also proposed to test the knowledge
of the user about the learned procedure. However, in or-
der to avoid the user mechanically learning the answers to
the questions, randomization and different difficulty lev-
els are used, utilizing the strengths of parametrizing the
proposed virtual arrows and hand objects. This approach
entirely removes the textual information from virtual prod-
uct manuals and quizzes about their usage to reduce their
complexity and improve the ease of their understanding by
customers.

This paper is structured in the following way: Section
2 describes the background and related work for virtual
product manuals, Section 3 introduces the proposed ways
of visualizing different types of information in virtual en-
vironments, Section 4 contains the results of applying the
proposed approach on an example use case containing a
set of ten steps for operating a procedure, whereas Section
5 summarizes the achieved results and gives directions for
future work.

2 Background

Several works propose the usage of VR applications as
an alternative to traditional training manuals, mainly due
to safety concerns and a possible lack of required equip-
ment. Tichon and Scott in [15] compared the use of VR in
safety training to a PowerPoint presentation. They showed
that the usage of VR might provide more effective train-
ing because the group of users that was trained by us-
ing VR materials gained higher performance scores af-
ter their knowledge and skills in identifying manual han-
dling hazards were tested. AlAwadhi et al. [1] presented
a VR application for educational purposes such as prac-
tical learning and performing live experiments in engi-
neering and science. This application was meant to help
students practice dangerous experiments safely, avoiding
risks and problems due to lack of access to equipment.
De Lorenzis et al. [10] presented a Virtual Reality Train-

ing System (VRTS) designed to train first responders in
the high-capacity pumping procedure. Participants reacted
positively to the application and the overall quality of the
training experience improved, as shown by the scores of
the quiz session that showed a knowledge gain associated
with the use of the VRTS. Kind et al. [7] presented an ar-
chitecture that enables engineers to perform virtual assem-
bly simulation with force feedback in a VR environment.
This architecture is the basis of a testbed for conducting
virtual assembly simulations.

The previously mentioned approaches rely on the usage
of VR technologies that are expensive, require specialized
equipment, and mostly cannot be used from home by most
customers. Several approaches have therefore turned to
AR technologies that are much easier to use and available
to a large number of customers, such as Ferrati et al. [5]
(for assembling hydraulic hoses for cherry picking) or Xue
et al. [17] (for assembling and maintaining avionics equip-
ment). A study by Dorloh et al. [4] showed that when
comparing the usage of printed manuals, video guides, and
AR technology, the speed of using an AR-enhanced man-
ual was slow, but the quality of the performed task was
the best. However, regardless of whether AR or VR tech-
nologies are used for enhancing the product manuals, the
information is mostly textually presented, or at best by us-
ing highlight colors and shapes, as well as virtual hands
to depict the user that operates the product. In a study
conducted by Pekerti [12], the usage of pictures and ar-
rows in an operation instruction set improved the success
of performing the given task, indicating that arrows con-
vey unique types of information and need to be used as
instructional objects in user manuals.

3 Proposed approach

The proposed approach for creating virtual manuals con-
tains two modes that will be described in detail in the fol-
lowing paragraphs.

3.1 The procedure presentation mode

In the presentation mode, the user cycles through all steps
of the procedure to learn the information about each step.
The scene for the presentation contains a single procedure.
The procedure is composed of procedure steps. One step
can be composed of several operations. One operation can
have multiple hand objects and arrow objects, depending
on the number of users who participate in the procedure
and the number of required operations. The scene con-
tains two virtual hand objects for each user participating
in the procedure and they are arbitrarily separately config-
urable. The hand objects can be configured to use the left
hand, right hand, or both hands. Both hands can be rotated
and each finger part can be rotated to mimic the real-world
pose of the hand, as shown in Figure 1. In this example,
two operators participate in the procedure (Operator 1 -
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green virtual hand objects, Operator 2 - blue virtual hand
objects). Both hands of Operator 1 are rotated upwards,
enabling the operator to push an object forward. The left
hand of Operator 2 has the index finger pointing forward,
enabling the operator to push a button, whereas the right
hand is rotated towards the left with slightly bent fingers,
enabling the operator to lift an object by the handle from
the left side. This example shows that different operators
can perform entirely different operations within the same
procedure step. Moreover, a single operator can use dif-
ferent hand gestures to do two different things in parallel,
mimicking the necessary operations that need to be per-
formed in real life.

Figure 1: Proposed types of two-handed gestures for mul-
tiple operators in the virtual environment

The arrow objects of the presentation scene can con-
tain multiple pieces of information. The different types of
arrows are shown in Figure 2. The shape of each arrow
shows the path of the required operation (e.g. the green
arrow follows a straight path, then turns towards the left,
and then follows a straight path again), the tip of the arrow
shows the direction of the operation (e.g. the red arrow
rotates upwards and then downwards in a clockwise man-
ner), whereas the color of the arrow shows the operation
group. The operation group is used to differentiate steps
that require multiple simultaneous operations performed
by multiple operators at the same time. If multiple opera-
tors participate in a single operation step, a single operator
is designated a color and all objects that require the assis-
tance of that operator are marked in the designated color.
The body of the arrow can also have different configura-
tions along its path. The normal body (the green arrow
in Figure 2) is used to show the path of a moving object
linked to the starting point of the arrow. A dashed body
with animated moving dashes (the blue arrow in Figure 2)
is used to show the speed of the operation in addition to its
path. A twisted arrow body (the orange arrow in Figure 2)
is used to show an operation where pulling and twisting at

the same time is required. A circular arrow body (the red
arrow in Figure 2) is used to show a rotational operation. If
an operation has a circular motion larger than 360 degrees,
multiple arrow objects are used for each full circle and a
leftover circle if the last circle is not complete. Some op-
erations can also contain information about the operation
result, depicted by using color changes or position changes
of other objects after the operation has been performed.

Figure 2: Proposed types of arrows in the virtual environ-
ment (red - circular, green - normal, blue - dashed, orange
- twist and pull)

3.2 The procedure quiz mode

After the user learns all the steps of the procedure, they can
switch to the procedure quiz mode. The quiz mode con-
tains the same number of steps as the presentation mode.
Each step contains all objects related to the step from the
presentation part (i.e. the correct set of operations) and
additional objects that contain incorrect operations. Each
question of the quiz is related to a single procedure step
where the user is required to choose the right answer by
using multiple parameters (the path, direction of the opera-
tion, and the operation group, as well as the speed, circular
motions, or the operation result if necessary). To answer
the question correctly, the user must choose the correct lo-
cations where the operations of the given procedure step
will be performed, the correct operation types, the cor-
rect operators and simultaneous operations, as well as the
correct directions and gestures. Throughout the quiz, the
user can cycle through each location in the virtual scene.
An operation is shown at each location and the user can
change its parameters in the desired way or delete the op-
eration so that the location has no operations. It is possible
to cycle through all hand and arrow objects of the opera-
tion of a single location. When an arrow object or hand
object is selected, the color can also be changed in order to
choose the correct operators and simultaneous operations.
The gestures of the virtual hands can be changed to pick
their correct positioning. Multiple dimensions contribute
to the difficulty of each question. After each step, the user
is informed of whether their answer is correct or incorrect.
Only visual ways of describing the outcome are used, as
shown in Figure 3, where the user is informed of answer-
ing the question wrong by using the X mark colored in red
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and shown above their answer on the product. At the end
of the quiz, the user is presented with the overall number
of incorrect answers and whether they passed the quiz or
not.

Figure 3: Visualization of the wrong answer in the quiz
mode

4 Results

In order to demonstrate the proposed approach, a virtual
scene was created by using the Unity real-time devel-
opment platform [14]. The Procedural indicators Unity
Asset Store plugin [3] was used for creating the 3D ar-
row models that allow for dynamic parameter modification
required for the previously described operation changes.
The quiz, all manipulated objects, and the sequence of
operation steps were assembled in Unity Editor without
importing any data from external sources in the runtime
build. The application contains the question templates, op-
eration steps, and the programming logic of the quiz. The
operation of the application and the results of a conducted
user study are explained in the following paragraphs in de-
tail.

4.1 The procedure presentation mode

The user is first shown the presentation of the procedure
that is visualized on the virtual scene in Figure 4. It is
visible that the procedure contains four different objects,
indicating that the procedure for their usage is very com-
plex. This was intentionally done so that all the differ-
ent capabilities of the proposed approach can be demon-
strated. However, it is important to note that most con-
sumer products would require a much lower level of diffi-
culty, and the procedure from the created use case is more
fitting for an industrial or experimental setup. The user
can cycle through all of the procedure steps and view the
correct operations and all the relevant information about
every operation. This process can be repeated until the
user successfully learns all operation steps and is satisfied
with their level of knowledge.

All steps of the operation are shown in Figure 5 and are
described as follows:

Figure 4: The virtual environment containing the 3D
model of the example product

• Step 1: Push the button next to the handle and pull
the handle down all the way.

• Step 2: Do the same operations as during Step 1 on
the other side of the box.

• Step 3: Two persons need to grab the box by the han-
dles and lift it onto the cart.

• Step 4: Pull and twist the pin on the cart so that the
wheels unlock.

• Step 5: Bring the cart to the scan area.

• Step 6: Slowly turn the crank for two full circles in
a clockwise manner, until the cart reaches the scan
finish area.

• Step 7: Bring the cart to the loading area.

• Step 8: Lift the box onto the device.

• Step 9: Turn the range selector knob full circle in a
clockwise manner.

• Step 10: Push the button so that the red light turns to
green.

Step 1 (Figure 5a) demonstrates an action composed of
two simultaneous operations because the handle can be
moved only while the button is pushed down. Steps 3
(Figure 5c) and 8 (Figure 5h) demonstrate actions that are
performed by two operators. Step 4 (Figure 5d) demon-
strates the twist and pull operation. Steps 5 (Figure 5e)
and 7 (Figure 5g) demonstrate different movement opera-
tions. Step 6 (Figure 5f) demonstrates the operation speed
and circular operations. Steps 9 (Figure 5i) and 10 (Figure
5j) demonstrate operations on a smaller scale. Step 10 also
introduces an indicator for the color change that visualizes
the result of the operation after it is successfully finished.
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(a) Step 1 (b) Step 2

(c) Step 3 (d) Step 4

(e) Step 5 (f) Step 6

(g) Step 7 (h) Step 8

(i) Step 9 (j) Step 10

Figure 5: Visualization of all steps for operating an example procedure
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4.2 The procedure quiz mode

The quiz mode of the virtual scene contains the correct
answer, as well as misleading information to test the cer-
tainty of the user that the procedure they chose is correct.
Each step contains several incorrect locations and opera-
tions, and the user must also set the proper groups and
directions. The initial setup of the directions and groups is
randomized. Each answer also contains different hand po-
sitions in the operation, to ensure knowledge of the proper
operation type and the correct hand gesture required to cor-
rectly perform the operation. The difficulty of the test can
be configured by lowering or increasing the number of in-
correct locations, incorrect operations, and their similar-
ity to the correct answer. Several possible scenarios that
might confuse the user are shown in Figure 6. To ensure
the proper understanding of the order of the steps, infor-
mation from future steps is included as the answers to a
given step. For example, all potentially correct and incor-
rect answers for step 4 are included as answers for step 1 as
well (Scenario 1 on Figure 6a). This is used to test the user
if they are certain that they should unlock the cart first, or
put the box on the cart instead. Loading the box on the cart
that has unlocked wheels is a potentially dangerous oper-
ation and it is important to teach the user the proper order
of the operations. In step 1, the user is also provided with
the locations of the two handles and one button. The user
must choose only one handle linked to the same button for
that handle and a button operation linked to the opening of
the handle, as well as the proper directions of the opera-
tions and the proper operation group. Step 2 contains in-
correct answers from step 3 that include only a single oper-
ator with the open handle (Scenario 2 on Figure 6b). This
might mislead the user that the box can be lifted without
a second operator, which is not possible. Movement oper-
ations in steps 5 and 7 contain answers with wrong paths.
Step 6 contains answers with the wrong operation speeds
of different movements of the cart during the crank-turning
operation. One of the variants also shows the user turning
the crank once instead of two times and in the wrong direc-
tion (counter-clockwise instead of clockwise), as shown in
Scenario 3 in Figure 6c.

4.3 User evaluation

A user survey was conducted by using Lyssna [11] to eval-
uate the proposed approach. The survey was completed
by a total of 15 users from different countries around
the world with different characteristics (53.33% male and
46.67% female; 20% high school graduates, 46.67% col-
lege graduates, and 33.33% postgraduates; 26.67% inter-
mediate and 73.33% advanced computer users; 20% aged
20-24, 20% aged 25-29, 26.67% aged 30-34, 20% aged
45-49, 6.67% aged 50-54 and 6.67% aged 60-64). The
users were presented with the image of a single step of
the virtual procedure manual and the image of the tex-
tual description of the step, after which they chose one or

multiple statements that they agreed with. The results of
the survey are summarized in Table 1. A total of 46.67%
users chose the virtual manual image as their preferred de-
sign, with the maximum age group of 45-49 years. The re-
sults indicate that a significant number of users do not read
product manuals and that younger users are more open to
the usage of virtual product manuals than older users, who
rarely chose the virtual manual as their preferred one and
agreed with the proposed statements.

Statement Agrees Age group Education level

When I buy a product, I usually
read and use the product manual
supplied with it.

9

22.22% (20-24)
11.11% (25-29)
33.33% (30-34)
11.11% (45-49)
11.11% (50-54)
11.11% (60-64)

11.11% (High school)
44.44% (College)
44.44% (Postgraduate)

I would like to use the virtual
manual that was shown on the
image to learn how to operate
the device.

6
50% (20-24)
33.33% (25-29)
16.67% (30-34)

16.67% (High school)
66.66% (College)
16.67% (Postgraduate)

The visual description of the
procedure by using virtual
arrows is simple to understand.

6
50% (20-24)
33.33% (25-29)
16.67% (45-49)

16.67% (High school)
50% (College)
33.33% (Postgraduate)

The usage of virtual arrows
and hands makes it easier to
perceive the required action
for handling the device.

6
50% (20-24)
16.67% (25-29)
33.33% (45-49)

33.33% (High school)
50% (College)
16.67% (Postgraduate)

It is easier to understand the
visual than the textual
description of the operation.

3
66.67% (20-24)
33.33% (25-29)

33.33% (High school)
33.33% (College)
33.33% (Postgraduate)

Table 1: The results of the preference test of the user eval-
uation survey

An example quiz question was shown to the users to
evaluate the procedure quiz mode, depicting a step of the
procedure and what the user needs to choose to perform
the procedure correctly. The results are summarized in
Table 2. The achieved results indicate that the maximum
age group that was familiar with the usage of AR or VR
technologies is 30-34. A high number of users would be
willing to undertake the quiz, but they did not feel that
they possessed a high enough level of digital skills to do
it. This is contrary to the perceived level of computer skills
that the users selected at the beginning of the survey, which
was advanced for a total of 86.67% users.

5 Conclusion

In this paper, we proposed an approach in a virtual envi-
ronment that can be used in product manuals to teach users
about the handling of different products or procedures. Af-
terward, the user’s knowledge about the presented proce-
dure steps can also be tested by using a virtual quiz. The
usage of virtual arrows and hand objects makes it possible
to show a large scope of potential operations including in-
formation that is hard to understand or memorize textually,
which makes this general approach applicable to many dif-
ferent types of procedures. The usage of our approach also
makes it possible to show all steps of a procedure without
using textual information at all. The created quiz has con-
figurable difficulty levels by using different parameter val-
ues of the virtual arrows and hand objects. In this way, a
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(a) Scenario 1 (b) Scenario 2 (c) Scenario 3

Figure 6: Visualization of different scenarios containing incorrect information during the quiz mode

Statement Agrees Age group Education level
I have previous experience with the usage of virtual
reality (VR) or augmented reality (AR) technologies. 5

20% (20-24), 40% (25-29)
40% (30-34)

60% (College)
40% (Postgraduate)

I would be able to undertake this virtual quiz because
I have enough digital skills. 6

50% (20-24), 16.67% (25-29)
16.67% (30-34), 16.66% (45-49)

33.33% (High school)
50% (College)
16.67% (Postgraduate)

I would be willing to undertake this virtual quiz to
check my level of knowledge. 8

12.5% (20-24), 25% (25-29)
25% (30-34), 12.5% (45-49)
12.5% (50-54), 12.5% (60-64)

62.5% (College)
37.5% (Postgraduate)

The virtual quiz questions are straightforward and
understandable. 4

75% (20-24)
25% (30-34)

25% (High school)
75% (College)

I believe that this quiz would help me memorize
the correct operation for handling the device. 6

33.33% (20-24), 33.33% (25-29)
33.34% (30-34)

16.67% (High school)
33.33% (College)
50% (Postgraduate)

It is more difficult to answer the questions correctly
when choosing the correct arrow than by choosing
one of the provided textual answers.

4
25% (25-29), 25% (30-34)
25% (45-49), 25% (60-64)

50% (College)
50% (Postgraduate)

I do not agree with any of the above. 1 100% (45-49) 100% (High school)

Table 2: The results of the design test of the user evaluation survey

large set of potential answers can be created automatically,
without needing to design large textual answers. The time
needed to describe the path is faster and more straightfor-
ward when using arrow objects than by merely describing
the whole path with words. The multidimensional nature
of the questions furthermore reduces the need to mention
every variant that would otherwise need to be described by
text, or by using still images. The starting configuration
of each question is randomized and answers for multiple
steps are intertwined, which removes the possibility of the
user learning the questions mechanically, without under-
standing the procedure or investing the effort to learn the
correct order of procedure steps. A small user survey was
conducted and it showed that the virtual manuals should
mainly target younger age groups with a higher level of
education. The number of users that found the usage of
virtual arrows helpful is promising, however it was not at
a satisfying level for age groups over 34 and users who did
not go to college. Most users considered virtual quizzes
as helpful, however they were not confident in their digi-
tal skills to undertake them. This indicates that additional
training needs to be performed to encourage the users to
start using modern technologies to familiarize themselves
with the desired products.

Our approach presents only the beginning idea for mak-
ing virtual product manuals more interactive and educa-
tional. VR and AR technologies were not utilized in our

approach to make the virtual environment as simple as
possible. The strengths of these technologies can be in-
corporated to improve the quality of the virtual manual
presentation and quiz scenes. Existing virtual manuals can
be adjusted to include interactive arrows, with the purpose
of improving their quality and the level of understanding
of the required operation steps by customers. A bigger
user survey could then be conducted, requiring the users
to learn the procedure by using the first version of the
virtual product manual (that contains textual information
about product usage) and the improved version of the vir-
tual product manual (that contains interactive virtual ar-
rows and hand objects). The results of the survey could be
used to further improve the proposed approach and pos-
sibly integrate the two approaches for achieving the best
results and a high level of customer satisfaction.
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