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Abstract

Large Language Models (LLMs) have undergone rapid ad-
vancements in recent years. These improvements open
new opportunities for creating interactive and immersive
learning experiences. We present Quest for Information,
a prototype game developed for Virtual Reality (VR) that
leverages LLM-based non-player characters (NPCs) to en-
gage players through open-ended, dialogue-driven inter-
actions. By providing contextually appropriate responses,
these NPCs help players gather information and complete
quests while enhancing immersion and the overall game
experience. The primary goal is to demonstrate how LLMs
can be used to create dynamic, responsive NPCs that make
dialogue-based gameplay more engaging. This work ex-
plores various approaches to customizing LLMs to fit the
game world, providing tools that can assist developers in
building similar educational games. The prototype is de-
signed to be low-cost, easily extendable, and reusable.

Keywords: AI, LLM, game-based learning, game devel-
opment, non-player characters, VR, Unity, embeddings

1 Introduction

Large Language Models (LLMs) have undergone rapid ad-
vances in recent years. Many people now depend on com-
mercially available LLMs, such as ChatGPT, to simplify
and improve their everyday activities. While the full po-
tential of LLMs is still being explored, their versatility has
sparked initiatives that combine LLMs with gaming and
education, particularly via LLM-based characters [20].

Games are an engaging medium for learning, yet de-
signing educational games poses a challenge: integrat-
ing meaningful learning content while maintaining the im-
mersive experience characteristic of traditional games [9].
Immersion relies on captivating visuals, innovative me-
chanics, and compelling narratives. Traditionally, crafting
these narratives involves extensive manual dialogue writ-
ing for non-player characters (NPCs). However, integrat-
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ing LLMs into games allows for dynamic storytelling and
adaptive interactions, enhancing player engagement [9].

Motivated by the potential of games as learning tools,
we introduce the concept of Quest for Information [21],
where players gather knowledge by engaging with LLM-
driven NPCs that assist them throughout their journey.
We focus on creating an open-source solution that fosters
accessibility. This includes using an open-source large-
language model, namely Llama 3.2 3B Instruct, capable
of running real-time inference on consumer-ready GPUs.

To demonstrate this concept, we present a prototype
game – Quest for Information Demo – designed as an
interactive introduction to the Faculty of Informatics at
Masaryk University in Virtual Reality (VR). In this pro-
totype, a player navigates a virtual environment popu-
lated by LLM-driven NPCs, using open-ended questions
to gather information. To showcase the capabilities of
the LLM-based NPCs, we implement a structured quest
system that supports interaction and engagement. These
NPCs are designed to understand their dynamic surround-
ings, fostering rich player experiences and more natural
in-game communication.

Furthermore, we strive to ensure our work can be eas-
ily reused for the development of different games 1. This
also includes the testing and adaptation of various open-
source LLMs. By showcasing this concept through a pro-
totype focused on the Faculty of Informatics, we illustrate
its potential for broader applications across different set-
tings. Additionally, the prototype itself is designed to be
easily extendable, allowing future developers to incorpo-
rate new content and transition to newer LLMs with mini-
mal restructuring.

2 Literature Review

The advancement of LLMs has facilitated their integration
into video games, particularly through LLM-based charac-
ters. Penny Sweetster [20] reviewed 76 studies on LLMs
and Video Games and revealed that over a third focused on

1Available from GitHub: https://github.com/terezatodova/Quest-For-
Information
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Game AI and Agents. This subset explored LLMs in vari-
ous roles, including game agent behavior and design, rein-
forcement learning, and collaborative gameplay. GPT was
the most commonly used model, appearing in over 85%
of studies, subsequently followed by Llama, Codex, and
Bert. We further examine LLM-powered NPCs and their
integration into VR while addressing their limitations.

2.1 LLM-based Non-Player Characters

Non-player characters have always played a vital role in
video games, especially role-playing games, where inter-
actions with NPCs often drive character development and
story progression. Traditional digital NPCs rely on pre-
scripted dialogue, often resulting in a lack of social depth.
The NPCs behave in repetitive and predictable ways that
can disrupt immersion [1]. LLMs offer a solution to im-
proving modern NPCs by enabling more dynamic, believ-
able interactions. These LLM-powered NPCs can increase
player immersion [13], willingness to participate [16], and
potential for game replayability [23].

Several works have further explored innovative applica-
tions of LLMs in NPC design [18, 2, 23]. Projects such as
ChatHaruhi [12] use LLMs in the creation of role-playing
chatbots that mimic existing anime, movies, and TV series
characters. In another notable experiment, researchers cre-
ated an interactive society populated by 25 LLM-powered
NPCs, each assigned a specific role [15]. These characters
engaged in realistic daily activities and interacted with one
another, demonstrating believable social interactions and
behaviors that pushed the boundaries of what NPCs can
achieve in gaming contexts.

The commercial gaming industry has also adopted
LLMs in games such as SuckUp [17], which leverages
LLM-driven spoken dialogue interaction with NPCs to en-
able dynamic, player-driven storytelling.

While previous projects are oriented at players, plat-
forms such as Conv.ai [6] aid developers. Conv.ai sim-
plifies the creation of LLM-powered NPCs by offering
tools to build characters with unique personalities, dy-
namic voices, and visual styles. It integrates seamlessly
with popular game engines and web applications, though
advanced features require paid tiers.

2.2 LLMs in Virtual Reality

Integrating LLM agents into VR presents unique chal-
lenges compared to traditional video games. One ma-
jor obstacle is text entry; while VR-specialized keyboards
exist [5], they remain slow and cumbersome. As a re-
sult, games often rely on speech-to-text (STT) and text-
to-speech (TTS) services for direct NPC interactions.

NPC response time is crucial for maintaining immersion
in VR, as delays can disrupt the sense of presence [10].
Though it largely depends on the context of the game and
the player’s expectations, one can argue that a short re-
sponse time is more significant in VR than in traditional

games. While research is still in its early stages, efforts are
underway to merge extended reality (XR) with AI [19, 3].
Such efforts are reflected in a study titled ”Building LLM-
based AI Agents in Social Virtual Reality” [22]. It de-
ployed an LLM-driven agent in VRChat, delivering con-
textually relevant responses combined with facial expres-
sions and gestures.

Additional research has even combined VR and LLMs
in order to expand learning opportunities. For exam-
ple, a study on Scottish curling in VR [11] demonstrated
that LLMs significantly improved immersion, engage-
ment, and usability compared to traditional chatbots.

Other efforts can be observed in tools like CUIfy [4], an
open-source Unity package that helps developers embed
conversational agents in XR. It combines various LLMs,
TTS, and STT models, allowing developers to choose the
ones that are best suited for their specific projects. While
the package was not yet available during the development
of this work, it offers a promising foundation for advanc-
ing interactive AI in XR applications.

2.3 Limitations

Despite significant progress in using LLMs for in-game
characters, there are still many limitations and complica-
tions to overcome. LLM research is still evolving, with
companies like OpenAI, Google, and Meta continuously
adapting their models to become faster and more efficient.
As a result, games need to be adaptable to these new mod-
els in order to effectively leverage future advancements.

Issues such as hallucinations, mistakes, or fabricated
information can be critical [7]. LLMs are designed to
produce varied, human-like responses, which can enhance
creativity. However, this variability can also make it diffi-
cult to ensure consistent and reliable guidance for players
in a game [8].

Cost is another notable barrier; training and running
conversational LLMs requires significant resources [7].
Most studies rely on ChatGPT. While it is free for per-
sonal use, API (Application Programming Interface) ac-
cess incurs fees, which can grow with multiple players.
Additionally, reliance on third-party APIs raises concerns
about availability (3rd party server outage), security (per-
sonal data shared with 3rd party), and maintainability (3rd
party change might require local code change).

LLMs also encounter a challenge in limited context
windows, which hinder their usability in extended con-
versations [14]. They lack long-term memory, which can
lead to information loss in extended interactions. To ad-
dress this, strategies like periodic summarization allow
the chatbot to refresh its context, though this may result
in data loss. Other, more advanced solutions, such as
MemGPT [14], aim to simulate human memory by man-
aging it across different tiers for better context utilization.

Additional work is needed in order to fully realize the
potential of LLM-based NPCs in personal and commercial
projects. Nevertheless, many developers and researchers
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are already using LLM-based NPCs effectively, and on-
going research continues to explore solutions to enhance
their usability.

3 Large Language Model Analysis

To select a suitable LLM for the Quest for Information
Demo, we conducted a brief analysis of several open-
source models. While studies have compared the effective-
ness of existing LLMs already, the rapid development pace
has contributed to new models emerging since. LLM in-
ference and testing were done on a consumer-ready GPU –
NVIDIA GeForce RTX 4090 with 24 GB memory. While
it remains a high-end and costly option, it was chosen for
its performance, which is crucial when locally running an
LLM. Additionally, it remains commercially available, en-
suring accessibility and potential for future improvements
without relying on proprietary services.

Our methodology involved three key phases: conduct-
ing a preliminary test on eight widely used open-source
LLMs, selecting the most appropriate model, and explor-
ing three techniques for LLM customization. All models
were loaded and inferenced via the transformers package
from Hugging Face Hub. For advanced tasks (see Sec-
tion 3.3) such as fine-tuning and retrieval-augmented gen-
eration (RAG), we utilized the Unsloth library and scikit-
learn, respectively. To streamline this process, we devel-
oped reusable JupyterLab notebooks 2, each with clear in-
structions. These notebooks facilitate easy replication and
extension of our findings with compatible LLMs.

3.1 Initial Model Comparison

Prior to conducting the comparison of the models, it is
important to note that we focused exclusively on instruct
models, as they are pre-optimized for conversational con-
texts. Given the computational constraints of a real-time
game, we prioritized LLMs with fewer than 10 billion pa-
rameters and average inference times under 5 seconds.

Based on 2024 benchmarks, we selected and tested the
following models: Mistral 7B Instruct, Gemma 2 9B it,
Llama 3.1 8B Instruct, Gemma 2 2B Instruct, Mistral
Nemo Instruct, Tiny Llama 1.1B Chat, Llama 3.2 1B and
Llama 3.2 3B Instruct. For benchmarking purposes, two
online versions of ChatGPT were also used, specifically
GPT 4o and GPT 4o mini.

We then designed a sample character named Bryn for
the LLMs to embody. Bryn was specified as a scientist liv-
ing in a small village that faced challenges with its water
supply. The character was defined using a system prompt
that specified their name, backstory, world description,
personality traits, needs, and interests. Following is an ex-
ample of a communication exchange with the character:

2Available from GitHub: https://github.com/terezatodova/Quest-For-
Information

User: ”What is your favorite color?”
Bryn: ”The sky on a sunny day - that’s my fa-
vorite color. Reminds me of the endless blue
above our village, where the meadows stretch as
far as the eye can see.”

Evaluation of the selected models focused on reviewing
their responses to 15 sequential prompts simulating a dy-
namic conversation (see Figure 1). Model responses were
manually assessed based on adherence to character, coher-
ence, goal-driven responses, and handling of unexpected
inputs. Additionally, minimum, average, and maximum
inference times were measured in seconds throughout all
testing queries, with inference conducted on an external
GPU to ensure accurate measurements.

Each model received two performance scores: Overall
and Quest. Both were rated on a scale from 0 to 5 af-
ter a thorough review of the individual responses. The
Quest score assessed adherence to the character’s needs
and goals, while the Overall score evaluated coherence,
character consistency, and communication effectiveness.

Furthermore, we measured the number of Failures and
Mistakes. A Failure is a critical breakdown in conversa-
tion, such as the LLM revealing its AI identity, generat-
ing incoherent responses, or repeating the system prompt.
A Mistake is a minor error that, while noticeable, does
not derail the conversation entirely. Examples include the
LLM narrating its actions (e.g., adding *chuckles* to the
response) or slight misunderstandings. Mistakes are less
problematic than failures, as a player can easily correct
them during a fluent conversation.

Model Name Type
Min  

Time

Max 

Time
Avg Time Overall Quest

Failures 

(/15)

Mistakes 

(/15)

GPU 

Memory

Gemma 2 2b 1.42 39.35 5.42 2 3 2 0 85%

Gemma 2 9b 0.85 5.11 3.37 4,5 4 0 0 95%

Mistral 3 7b 1.32 2.98 2.4 3 5 1 2 72%

Mistral 3 (rerun) 7b 2.57 5.37 5.37 3 3,5 15 2 68%

Mistral Nemo Nemo - - - - - - - 100%

Llama 3 8b 1.26 2.41 1.84 5 5 3 0 98%

Tiny llama 1b 0.56 9.27 4.39 0 0 15 15 79%

GPT 4o 0.72 12.13 2.35 5 5 0 0 -

GPT 4o mini 1.04 2.06 1.42 4,5 5 0 0 -

Llama 3.2 3b 0.46 1.39 1 5 5 0 6 31%

Llama 3.2 1b 0.55 0.72 0.55 4 4 0 0 14%

Figure 1: Results of initial testing on History questions.

The results showed that the older smaller models – Mis-
tral Nemo Instruct, Tiny Llama 1.1B Chat and Gemma 2
2B Instruct – struggled with coherence and response qual-
ity. The larger models – Mistral 7B Instruct, Gemma 2 9B
it and Llama 3.1 8B Instruct – produced responses compa-
rable to GPT baselines but showed slower inference times.

The newest Llama models, namely Llama 3.2 3B In-
struct and Llama 3.2 1B Instruct, outperformed others
by delivering high-quality responses with fast inference
times. While Llama 3.2 3B Instruct showed minor issues
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with scene narration during extended interactions, we be-
lieve these can be addressed through further model cus-
tomization. Ultimately, Llama 3.2 3B Instruct was se-
lected for continued development due to its more natural
communication and consistently higher response quality.

3.2 Model Limitations

After selecting the base LLM for Quest for Information
Demo, we further explored its capabilities through free
dialogue. We extended the testing character (defined in
Section 3.1) by providing more detailed information about
their background and the world they live in. These con-
versations revealed five key challenges affecting in-game
character behavior.

1. Constraining Knowledge: Unlike traditional char-
acters, an LLM has access to extensive real-world
knowledge, which could break immersion if not prop-
erly constrained. For example, a fantasy villager
should discuss local legends and customs and must
not reference modern history or technology.

2. Hallucinations: The model occasionally fabricated
details, such as inventing new neighbors beyond a de-
fined list. These fabrications could potentially lead to
inconsistencies in future gameplay.

3. Response Differentiation: Despite multiple changes
and tunings of the system prompt, the embodied char-
acter often lacked a distinct personality, reducing in-
teraction variety and immersion.

4. Character Secrets: The character was instructed to
reveal specified secrets only after predefined condi-
tions were fulfilled. However, the LLM occasionally
disclosed critical information prematurely, undermin-
ing the intended narrative.

5. Action Narration: The model frequently generated
action descriptions even when instructed not to. The
formatting of these narrations was also inconsistent.

While these issues were not present in every interac-
tion, they happened frequently enough that, if not resolved
properly, they would negatively affect interactions with the
resulting character.

3.3 Model Adaptation

In order to minimize the effect of the model limitations, we
further investigated three strategies to improve the LLM’s
performance as an in-game character: an enhanced system
prompt, fine-tuning, and RAG. The original testing char-
acter’s background was expanded, and a new set of 15 test-
ing questions was generated. In addition to the previously
evaluated metrics, we introduced a category called Con-
text Mistakes, which captures instances where the LLM
responded inaccurately about personal context, such as the

names of the character’s neighbors. The testing results can
be observed in Figure 2.

Model Name
Dataset 

Size

Training 

Time (s)

Avg 

Inference 

Time

Overall
Response 

Adaptation

Context 

Mistakes 

(/15)

Failures 

(/15)

Mistakes 

(/15)

Enhanced System prompt - - 3.01 4 3.5 0 0 2

RAG 70 - 2.91 4 4 0 0 1

RAG 150 - 3.12 4.5 4 2 0 0

RAG 1500 - 2.41 4.5 4 1 0 0

Finetune - Instruct - QLoRA 30 8.5943 3.87 2.5 3 1 0 15

Finetune - Instruct - QLoRA 70 16.6934 3.99 3 3 1 0 14

Finetune - Instruct - QLoRA 150 9.0604 3.75 3.5 3.5 1 0 12

Finetune - Instruct - LoRA 30 8.6111 1.19 4 4.5 1 0 4

Finetune - Instruct - LoRA 150 38.3922 1.03 4.5 4.5 1 0 0

Finetune - Base - QLoRA 1500 313.1691 1.6 4 4.5 1 0 0

Finetune - Base - LoRA 1500 309.3864 0.58 4 4.5 1 0 0

Figure 2: Results of testing different customization ap-
proaches of Llama 3.2 3B Instruct on Single questions.

The first approach involved expanding the system
prompt to contain more detailed information about the
character and the game world. This method improved
contextual accuracy and reduced hallucinations. Adding
world details, such as character relationships and world
background, helped constrain responses. However, in-
creasing prompt length also introduced new challenges.
Longer prompts occasionally led to higher error rates, par-
ticularly when user inputs contained misleading phrasing.
Furthermore, secret-keeping remained inconsistent, with
the model occasionally disclosing hidden information pre-
maturely. Additionally, longer prompts are shown to in-
crease inference times, making them less practical for real-
time, large-scale games.

The second approach focused on fine-tuning the model
using a combination of manually and automatically gen-
erated datasets containing example user prompts and ex-
pected character responses. We experimented with var-
ious fine-tuning configurations, including using the base
and instruct versions of the model, utilizing datasets rang-
ing from 30 to over 1,000 prompts, and trying both Low-
Rank Adaptation (LoRA) and Quantized Low-Rank Adap-
tation (QLoRA) techniques. Our results indicated that
fine-tuning the base model using LoRA led to the best per-
formance in response adaptation and reduction of narra-
tion errors. However, this approach required notable de-
veloper effort to generate sufficient datasets and took the
most training time. Fine-tuned instruct models on smaller
datasets (30 to 70 prompts) also showed notable improve-
ment, though they still exhibited occasional context mis-
takes and hallucinations.

The final approach, RAG, supplemented the LLM with
an additional knowledge base, improving consistency and
reducing hallucinations. This system retrieved predefined
query-answer pairs from an external database based on
similarity to user prompts. Similarity was measured us-
ing embeddings – numerical representations that map text
to high-dimensional vectors. Different dataset sizes were
tested. We found that a smaller dataset (70 query-answer
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pairs) provided the best balance of accuracy and response
diversity, while larger datasets (over 1000 pairs) over-
whelmed the LLM, leading to repetitive or rigid responses.

Our comparative analysis demonstrates the advantages
and limitations of each method. We found that none
of these approaches proved reliable for secret keeping.
Therefore, we recommend managing secrets outside of
the LLM through external game logic rather than relying
on prompt engineering or model fine-tuning. Fine-tuning
proved most effective in response adaptation and reduc-
tion of narration errors. Both the extended system prompt
and RAG helped minimize contextual errors and enhance
consistency. Ultimately, the ideal solution would involve a
hybrid approach, leveraging all three techniques based on
the specific requirements of the game environment.

4 Prototype Implementation

A primary design goal for Quest For Information Demo
is to ensure deep immersion, which led to the selection
of VR as the preferred game environment. VR provides a
unique opportunity to fully immerse the player in the game
world, enabling them to interact with their surroundings
and NPCs in a more natural way. The demo is designed
as a single-player experience that supports communication
with one NPC at a time.

The prototype is structured into two components: an
LLM Server, developed in Python, and a Game Client, de-
veloped in Unity. The Game Client is optimized for stan-
dalone headset configurations (specifically Oculus Meta
Quest 2), thereby eliminating the need for an additional
high-performance computer. It is divided into two key sec-
tions: the Lobby and the Game World. The Lobby intro-
duces the player to the game and its virtual environment.
It also acts as a checkpoint to ensure that all external sys-
tems are accessible and functioning properly. Finally, the
Game World is where the main gameplay occurs.

Due to the decision to implement the prototype in VR,
spoken dialogue is used to communicate with NPCs. To
support this feature, STT and TTS services are integrated
using the Meta Voice SDK package. This solution uses the
Wit.ai service, enabling smooth communication between
the player and NPCs through voice interaction.

4.1 LLM Server

The LLM Server manages all language model operations
through two key endpoints. The first serves as a readiness
check, allowing the Game Client to verify server avail-
ability via periodic GET requests. The second handles
player-NPC interactions, accepting POST requests con-
taining user prompts from the Game Client and returning
LLM-generated responses along with relevant metadata.

In our prototype architecture, all NPCs in the game
share a single LLM running on one GPU. While running
separate LLMs simultaneously on one GPU is technically

possible, doing so significantly reduces the available mem-
ory and degrades performance. This shared model ap-
proach imposes several limitations: NPCs cannot be fine-
tuned individually – therefore, fine-tuning is not used, only
one NPC can generate a response at a time, and conversa-
tion histories must be managed separately within the Game
Client component.

The server is implemented in Python, leveraging CUDA
(Compute Unified Device Architecture) for efficient infer-
ence. It runs Llama 3.2 3B Instruct for text generation
and all-MiniLM-L6-v2 for generating embeddings. Us-
ing the transformers package to load and run the LLMs
ensures smooth inference and easy replacement with any
supported model. In order to enhance portability, the
server is containerized with Docker, enabling easy deploy-
ment across various game projects. Since the server oper-
ates independently of the Game Client, it can be directly
reused for any other game.

4.2 Game World

The Game World is a component where the main game-
play takes place. Set within the Faculty of Informatics, it
features two NPCs who facilitate two subsequent quests.
The in-game view of the faculty can be seen in Figure 3.
The player can move through the faculty using teleporta-
tion and snap rotation.

Figure 3: Screenshots showing the in-game model of the
Faculty of Informatics at Masaryk University.

4.3 Non-Player Characters

The prototype features two distinct NPCs. The first, called
John, is defined as an international student who needs help
from the player, creating a sense of empathy. The other,
called Helene, is a seasoned receptionist, ready to guide
and support the player through the game.

The player communicates with NPCs using a push-to-
talk system. To initiate conversation, they point at an NPC
and press the trigger on their Oculus controller. While
holding the trigger, the player speaks their query, which
is processed once the button is released. The audio in-
put is sent to an external STT service, which transcribes it
into text and displays it to the player. The transcribed user
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prompt, along with any previous conversation history, is
then forwarded to the LLM Server. The server generates a
response and returns it to the Game Client, where it is con-
verted into speech via an external TTS service and played
to the player.

The NPCs offer visual feedback during interactions.
Both are equipped with a simple outline that appears when
the player hovers an interaction ray over them. A green
outline indicates that the NPC can be interacted with,
while red means that this NPC is not ready. To appear
more lifelike, NPCs have a tracking script that makes
them follow the player’s movements. Their heads rotate
to maintain eye contact, and if the player moves further,
their bodies adjust accordingly. Dynamic texts (observed
in Figure 4) are displayed above the NPC’s heads to pro-
vide the player with real-time feedback:

• Processing Indicator: A ”loading” animation ap-
pears when the NPC processes the player’s input, sig-
naling it’s working on a response.

• Speech Transcription: The player’s speech is tran-
scribed and displayed in real-time using the STT sys-
tem, providing dynamic feedback for checking the
STT correctness.

• Interaction Restriction: If an NPC is unavailable
due to another interaction in progress, the text ”An-
other NPC is speaking” appears.

Figure 4: The left image shows the Interaction Restriction
text. The right image shows the speech transcription.

Both NPCs share the same functionality and differ only
in visuals and their customization. As per our analysis, we
considered three different customization methods – fine-
tuning, RAG, and an extended system prompt. Since the
game simulates a realistic environment rather than a purely
fictional one, there was no need to heavily restrict the
LLM’s knowledge. Fine-tuning was ruled out due to re-
source constraints and scalability issues. Although both
RAG and extended system prompts performed similarly in
early testing, we opted to use only the system prompt for
NPC customization to reduce complexity. RAG is instead
employed later to determine quest completion (see Sec-
tion 4.4). NPC behavior is defined through several user-
written text documents:

• World File: Shared among all game NPCs, it con-
tains general information about the game world.

• Personal File: Detailing individual character traits
such as name, age, backstory, personality traits, and
interests.

• State File: Containing the current in-game state of
the NPC, such as their location.

• Quest Files: This set of files contains information
relevant to specific quests. Every NPC has a file for
each quest detailing how they should act at that time.

These files are then automatically combined into a sys-
tem prompt alongside general LLM instructions. Creating
a new NPC requires only generating new files and adjust-
ing visuals, allowing for easy expansion without modify-
ing the LLM configuration or in-game code.

4.4 Quest System

The prototype features two subsequent quests. In the first,
NPC John asks the player to find the founding year of the
Faculty of Informatics, written on a blackboard in a spe-
cific lecture room. Since John is too exhausted to search,
the player must locate the information for him. NPC He-
lene can provide directions to the correct room if needed.
The quest is completed when the player relays the year to
John, teaching them about the faculty’s layout and history.

The second quest, assigned by Helene, involves finding
a student to write about their experience in the Computer
Games Development program. The player is directed to
John, who is hesitant to write the article. The quest can
be completed in two ways: convincing John to participate
or informing Helene of his agreement. This highlights the
system’s flexibility. Upon completion, the player receives
visual feedback and can either exit the game or continue
exploring and interacting with NPCs.

Each quest can be either fulfilled by the player query
(speaking the year in the first quest) or the NPC response
(John agreeing to write the article in the second quest).
The quest system uses the aforementioned RAG approach
to detect quest fulfillment prompts. It relies on multiple
pre-generated prompts stored in text files, each represent-
ing a sentence that can be used to complete a quest.

For example, in the first quest, a valid player response
might be, “I went to the lecture room and found out that
the founding year is 1994,” while in the second quest, John
might say, “Okay, you’ve persuaded me. I will write the
article.” During server initialization, embeddings for these
quest-related sentences are precomputed.

When a player interacts with an NPC, the system gener-
ates an embedding for the player’s prompt and compares
it to the stored embeddings of the example fulfillment
prompts using cosine similarity. If the similarity exceeds a
predefined threshold, the quest is marked as complete, and
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a new one is assigned. Otherwise, the conversation contin-
ues as normal. This approach ensures smooth quest pro-
gression while allowing flexibility in player interactions.

4.5 NPC Memory Management

The prototype game also incorporates a simple NPC mem-
ory management system to address token limitations in
LLM-based chatbots. While advanced solutions exist, we
opted for the more straightforward approach: periodic
summarization. When token usage surpasses 75% or the
token limit, the NPC issues an out-of-context prompt to the
LLM Server, requesting a summary of the conversation.
This summary replaces the existing memory, preserving
essential information while optimizing capacity for future
interactions. To avoid long inference times, we make sure
that summarization only occurs when the player is not ac-
tively interacting with an NPC or preparing to do so.

4.6 Error Handling

The game’s error management system handles failures in
two key services: the external STT system and LLM re-
sponse generation. LLM failures caused by server is-
sues or connection loss require manual resolution, lead-
ing to unavoidable immersion breaks. In contrast, STT
errors, often caused by player behavior (e.g., speaking
too quietly), can be directly addressed with in-game feed-
back. When STT fails, we use the LLM itself to generate
an NPC-appropriate response explaining the issue while
maintaining immersion. These messages are not stored in
the NPC’s memory, ensuring smooth future interactions
while keeping the experience engaging.

5 User Testing

To evaluate Quest for Information Demo, we conducted a
testing session with 3 participants and gathered feedback
through open discussion. Their varied levels of VR expe-
rience provided valuable insights into the effectiveness of
LLM-powered NPCs. Overall, feedback was highly pos-
itive, with players recognizing the potential of these tools
for creating both entertainment and serious games.

During the session, we observed response delays rang-
ing from 2 to 5 seconds between the end of user speech and
the NPC’s reply. Players found these delays more notice-
able when observing others outside the game. However,
after playing themselves, they reported that the delays did
not significantly impact their experience, as they were fo-
cused on verifying their spoken prompt for transcription
accuracy while waiting for the NPC’s response.

While some limitations, such as rigid responses and oc-
casional inconsistencies in NPC behavior, were observed,
these are expected when using a smaller model and can be
mitigated by future advancements in LLM technology. It
is also important to note that further testing with a larger

and more diverse group of participants is necessary to
draw reliable conclusions.

6 Discussion

In this work, we explored the concept of Quest for Infor-
mation through a VR game where players interact with
LLM-powered NPCs to complete quests. The prototype
demonstrated the potential of LLM-driven interactions in
gaming, with NPCs actively supporting player progres-
sion. Additionally, we examined techniques for customiz-
ing LLMs and provided tools for replicating our approach.
While these findings are promising, further user testing
and continued development are necessary.

Future work could focus on improving NPC consis-
tency, refining quest completion mechanics, and integrat-
ing more advanced models to create even more dynamic
and responsive interactions. As LLM and hardware capa-
bilities evolve, these improvements will further enhance
the game’s realism and unlock its potential for educational
applications.
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